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New Pose-Detection Method for Self-Calibrated
Cameras Based on Parallel Lines and Its
Application in Visual Control System

De Xu, Member, IEEE, You Fu Li, Senior Member, IEEE, Yang Shen, and Min Tan

Abstract—In this paper, a new method is proposed to detect the
pose of an object with two cameras. First, the intrinsic parameters
of the cameras are self-calibrated with two pairs of parallel lines
that are orthogonal. Then, the poses of the cameras relative to the
parallel lines are deduced, and the rotational transformation be-
tween the two cameras is calculated. With the intrinsic parameters
and the relative pose of the two cameras, a method is proposed to
obtain the poses of a line, plane, and rigid object. Furthermore,
a new visual-control method is developed using a pose detection
rather than a three-dimensional reconstruction. Experiments are
conducted to verify the effectiveness of the proposed method.

Index Terms—Camera self-calibration, hand—eye system, pose
detection, ratio invariance, visual control.

I. INTRODUCTION

ETECTING the pose of an object is needed in many ro-

botic tasks such as tracking and grasping. Pose detection
has been used in position-based visual servoing (PBVS) and
hybrid visual servoing (HVS) [1]. For example, Han et al. [2]
developed a method for door opening with a stereovision sys-
tem using some special marks. The marks consisted of some
rectangles where the intersection points between the main rec-
tangle and the small ones were selected as feature points. The
poses of the doorknob and the end effector were calculated from
the positions, measured with stereovision, of the feature points.
Malis et al. [3] proposed a 2.5-dimensional (2.5-D) visual-
servoing method that dealt with a position control in an image
space using extended image coordinates, and a pose control in
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a Cartesian space according to the pose obtained through three-
dimensional (3-D) reconstruction. Hespanha et al. [4] inves-
tigated the performances of three visual-servoing methods:
PBVS, HVS, and image-based visual servoing (IBVS) with un-
calibrated cameras. Although IBVS performed best in position
tracking, it is hard to be used for the pose control. Therefore, the
pose detection is important for tasks requiring pose adjustments
and control.

The pose-detection methods can be classified into different
categories as follows.

1) Using known knowledge of an object. For example,
Kragic et al. [5] estimated the pose and position of an
object according to its computer-aided design (CAD)
model and images. Sugimoto et al. [6] gave a method
to estimate the translation and rotation of a mobile robot
using line and intersection constraints at two views in
indoor scenes. The parameters of the stereovision system
were precalibrated. Yang ef al. [7] developed a method
to measure the pose of symmetric objects, and gave
application examples in robot navigation.

2) Via 3-D reconstruction. Sato and Sato [8] proposed a
projection reconstruction method based on robot’s move-
ment offset and epipolar geometry at two views. They
calculated the direction of the object relative to the cam-
era mounted on a mobile robot. Pose detection using
3-D reconstruction can be found in many literatures
[2], [3]. With this method, the errors in positioning will
be introduced into the pose calculation.

3) Via estimation of image Jacobian matrix. This method
is widely used in uncalibrated visual servoing [9]-[15].
However, singularity in the image Jacobian matrix
presents stability problem in the pose estimation.
Schramm et al. [15] presented a method to improve the
stability through estimating the camera parameters and
the robot Jacobian matrix separately.

For applications in an indoor environment, the first type of
the above methods is more promising because of the avail-
able environment knowledge. Although the objects may have
limited features to be used for camera calibration, the envi-
ronment probably provides more. Therefore, the camera’s self-
calibration can be achieved using constraints in an environment.
3-D reconstruction suffers from correspondence problem es-
pecially when point matching is used. In this regard, line
matching would offer a better solution to the pose detection
than point matching. Yet, a direct 3-D reconstruction should be
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avoided in the pose detection to reduce the influence of posi-
tioning errors.

The pose of a line in the Cartesian space cannot be deter-
mined with one camera at a single view. To solve this problem,
one can either use multiple views for a single camera or use
two cameras instead. In either case, the intrinsic parameters of
the cameras need to be calibrated. In man-made environments,
there often exist parallel lines that can be employed to calibrate
cameras. In this regard, Carvalho et al. [16] presented a case of
camera calibration with the constraints existing in football field.
As known, the vanishing point contains the information of the
intrinsic parameters. Many references about camera calibration
of intrinsic parameters with vanishing points can be found
[17]-[19]. Bénallal and Meunier [17] proposed a method to
calibrate a camera with three orthogonal vanishing points.
Generally, it is not easy to find three orthogonal vanishing
points in an indoor environment. Guillou et al. [18] developed
a method using two orthogonal vanishing points in a single
image. However, the principal point of the camera was sup-
posed at the center of the image. Sometimes, this assumption
may not be valid. Lee et al. [19] gave a method using two
orthogonal vanishing points from image streams without the
assumption of a known principal point. The candidate space
of the principal point and focal length were derived from the
relation of multiple hemispheres. In [17]-[19], the intrinsic pa-
rameters of a camera consisted of the focus length and the prin-
cipal point. The difference between the horizontal and vertical
magnification was not considered. In addition, it is not easy to
find the vanishing points with satisfactory accuracy in a natural
image [20], [21].

In this paper, the self-calibration of a pair of cameras, in-
cluding the intrinsic parameters and the transformation between
the cameras, is achieved using a parallel line constraint. A new
method to detect the pose of an object with two cameras is pro-
posed. Throughout this paper, the term pose refers to orientation
only. A new visual-control method is presented using the pose
detection rather than 3-D reconstruction. Our method is easier
to implement than a traditional method like a position-based
one. With our method, the tedious calibration of the extrinsic
parameters of cameras is avoided and the position information
of the environment or metric information of the object is no
longer needed. The rest of the paper is organized as follows.
The camera model is introduced in Section II. Section III
investigates the self-calibration of the intrinsic parameters using
parallel lines. In Section IV, a new method for calibrating the
transformation between two cameras is developed based on
orthogonal parallels. The pose-detection methods for a line,
plane and rigid object are also presented. Section V proposes
a new hybrid visual-control scheme using the poses of the
object and end effector without 3-D reconstruction. Sensitivity
analyses are presented in Section VI. The experimental results
are given in Section VII. Finally, we conclude the paper in
Section VIIIL.

II. CAMERA MODEL

In this paper, we assume a pinhole camera model with lens
distortion negligible. If the lens distortion is noticeable, it can
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Fig. 1. Parallels and their imaging lines.

be corrected in advance by a method we developed in a separate
work [24]. The four parameter model of a camera can be
given as

U ky 0 g Te/Ze Te/Ze
v| =10 ky vol| |Ye/2 | =Mn]|ye/2| (1
1 0 0 1 1 1

where [u, v] are the coordinates of a point in an image, [ug, vo]
denote the image coordinates of the camera’s principal point,
[€c, Ye, zc] are the coordinates of a point in the camera frame,
M;y is the intrinsic parameters matrix, and [k, k,] are the
magnification coefficients from the imaging plane coordinates
to the image coordinates.

Assume that the camera frame is denoted as C, and the
workspace frame as V. The transformation from C to W is
known as the extrinsic parameters for the camera

L Ty
w C w

Ye | = [Ny 0y ay Dy . =M, . 2)
w w

z(! nZ OZ a’Z pz 1 1

where [Z4,, Y, 2] are the coordinates of a point in the object
frame, and ¢ M, is the extrinsic parameter matrix of the camera,
i.e., the transformation from the frame C to W. In °M,,, n
= [ny ny n;]T is the direction vector of the z axis, o=
[0z 0y 0.]T is that of the y axis, a= [az ay a.)T that of
the z axis for the frame W expressed in the frame C, and
= [ps py p2|" is the position vector.

III. SELF-CALIBRATION OF THE
INTRINSIC PARAMETERS

Here, a self-calibration method for the intrinsic model
with four parameters is studied using two planar groups
of orthogonal parallels, which are popular in the indoor
environment.

As shown in Fig. 1, a rectangle is formed with two groups of
orthogonal parallels, which is projected as a quadrangle on the
image plane of a camera. Assume that the four vertexes P; to
P, have the coordinates as [a, b, 0], [—a, b, 0], [—a, —b, 0], and
[a, —b,0] in a Cartesian frame established at the quadrangle’s
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center, and [uy,v1], [ug,va], [us,vs], [ug,vs] in the image
space. Combining (1) and (2), we have [22]

o Tw
Ze | v | =My M, Zw
! 1

L

mi1 M2 MmMi3 Mg y

w

= | M21 M22 M23 124 2 . 3)
w
m31 M3z 1MM33 134 1

Applying the coordinates of the four points to (3), and

eliminating the unknown parameter z., we obtain

u1m316 + u1maeb + uymss = mura +mpb+myg  (4)

vimg1a + vimaeb + viMm3s = Mma1a + masb +mas  (5)

—Upm31a + UsMaeb + uomsy = —myra + mi2b +myyg (6)
—v2m31a + vaM32b + vamzs = —Mma1a + masb + may (7)
—ugmaia — uzmaeb + uzmsy = —myra — migb +myy (8)
—v3M31a — v3M32b + v3M34 = —M21a — Mmazb + mas (9)
UgM31a — Ugmzab + ugmaq = mira — miob +myg  (10)
V4M31a — V4M32b + v4M34 = Mara — Magb + mag. (11)

Combining (4), (6), (8), (10), and (5), (7), (9), (11), respectively,
we can derive

(u1 — ug — ug + ug)mhy + (U1 — ug — ug + uq)Miy
= U2 + Us — U] — U3
(v1 — vz — vg + v2)Mby + (V1 — V3 — V2 + V)M,

= Vg + Vg4 — V1 — V3
(12)

where mb; = ms31a/Mga, My = M32b/Maa, M3g = p, > 0.

The variables mf%; and mf, can be resolved with (12). Define
the temporary variables m’; = my1a/msq, mis = mi2b/msy,
m'14 = m14/m34, m’21 = mgla/m34, m’22 = mggb/m34, and
mb, = mays/Mma4. They can be computed with a least square
method via substituting mj; and mf, into (4) to (11). Then, the
following can be deduced according to (3):

’ !’ ’ !
_ (mll/mmfuﬂ)nz (mQI/mglva)nz

Mo = o v Ty = ky (13)
. (m’lz/mgz—uo>oz . (méz/mQQ—vo)oz
Oy = —kw s Oy = —k'y .

Notice that vector 7 is orthogonal to vector 0. Thus

(M1 /miz — o) (mhy/mizy — uo)

kiky
/= o) (s =) 1
kyky
If n, # 0 and 0, # 0, then
(Mg /miy — uo) (M'o/m3s — ug)
koky
+ (Ml /mi; — vo) (Mbe/mie — vo) +1=0. (15

kyky
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Changing the camera’s pose relative to the parallel lines,
many nonlinear equations as given in (15) can be generated.
With the temporary variables defined in (16), (17) can be
deduced from two equations, as shown in (15) [23]

hy = k2
ho = ki/ki (16)
hg = ’Uohg

(wi1 + wiz — uj1 — ujo)uo + (Vi1 + viz — vj1 — vj2)h3

- (Uuwz - Ujlvjz)hQ = Uj1U2 — Uj1U;52 o))

where [uj1, vi1] = [mjy 1 /migy, Moy /Mgy ], [wiz, vie] =[mi15/
M50, Migg/Miss], [Uj1, V1] = [m;u/m/jm: m}zl/mézl], [uj2,
V2] = [Mf1o/ M0, Mj90 /Mj30]-

There are three unknown parameters in (17), ug, ho and hs.
They can be resolved with three or more equations. Then, vy
is calculated with he and hs according to the third formula
in (16). Submitting parameters wug, vg and hs into (15), we
have parameter k. Finally, £, is computed from the second
formula in (16) with k, and hs. It can be found that at least four
equations, as shown in (15), are needed for the resolving of the
intrinsic parameters such as ug, vo, kz, and k,. In other words,
at least four views of the two groups of orthogonal parallels are
necessary to determine the four intrinsic parameters.

Discussions: If n, = 0, the optical axis of the camera is
perpendicular to the two parallel horizontal sides of the rec-
tangle. Therefore, the horizontal sides are also parallel lines
in the image space. In other words, there is no intersection
between the horizontal sides in the image space. In this case,
(15) is not satisfied because of the absence of the vanishing
point between the horizontal sides. Similarly, if o, = 0, there
does not exist a vanishing point in the image space between the
perpendicular sides. If n, = 0 and o, = 0, the optical axis of
the camera is perpendicular to the rectangle. There will be no
vanishing point in the image space. Therefore, it is a necessary
condition for the intrinsic parameter calibration based on paral-
lels that the camera’s optical axis must not be perpendicular to
the parallels.

To prevent (15) from being ill conditioned, the parallelism of
the parallels in the image space should be checked. The cosine
function of the angle between two lines in the image space can
be employed as the parallelism index, as given below

F,=cos Z(L;, L)

_ [(wi1 —wi2) (w1 —uj2) +(vin —vi2) (V51 —v52)|
V(i —ui2)2 4+ (vi1 —vi2) 2/ (w1 —ujo) 2+ (vj1 —v)2)?
(18)

where [u;1, v;1] and [u;2, v;2] are the image coordinates of two
points on a line L;, [u;1,v;1] and [ujo,vj2] are the image
coordinates of another two points on a line L;, Z(L;, L;) is
the angle between the two lines L; and L; in the image space,
I}, is the parallelism index between L; and L;.

If F}, =1, the imaging lines of the parallels are parallel.
The camera’s optical axis is perpendicular to the parallels. If
|F, b~ 1] < &, where ¢ is an infinitely small positive value, then
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the imaging lines of the parallels are almost parallel. In this
case, (15) is also ill conditioned. The smaller £}, is, the more
robust (15) will be. Therefore, in self-calibrating the camera’s
intrinsic parameters, (18) can be used to check if a pair of par-
allels is acceptable or not to form an equation as given in (15).

If [ug, vo] is known in advance, assuming k, = k, = k, then
k can be obtained with one view of two groups of parallels, as
given in (19) shown at the bottom of the page, where & is a pa-
rameter containing the focal length and the magnification factor
from the image size in millimeters to the imaging coordinates in
pixels. Generally, the magnification factor can be known from
the camera and the frame grabber manufacturer’s specifications.
The focal length can thus be calculated from £ and the mag-
nification factor. In fact, the points [m/,/mb4;, mb5; /mb;] and
[m5/mb,, mbhy /mb,] are two vanishing points and the focal
length can be deduced using geometry from the two orthogonal
vanishing points in a single image [18].

If both k., and k,, are taken as k, then (15) can be rewritten as

(Unyi =0 ) (Uyyi — o)+ (Vhyi —V0) (Vyvi —v0) +h* =0 (20)

where  unyi = M1/ M1 Uyvi = Mg /Mo Vhyi =
Mo1i/Mh1;, Vyvi = Mbo;/Mho,, are the image coordinates
of the vanishing points.

Obviously, two groups of orthogonal parallels at one view
can only provide one equation as given in (20). If there are three
views or three groups of orthogonal parallels, we can deduce
from (20)

(uhv2 FUyy2 —Uhy1 — Uyv1 )UO + (Uhv2 +Uyy2 —Uhyl — Uyvi )UO

= Uhv2Uyv2 — Uhv1Uyvl T Vhv2VUvv2 — VhvlVyvvi

(uhVS + Uyyv3 —Uhv2 — uvv2)u0 + (Uhv3 + Uyv3 — Uhv2 — Uyv2 ) Vo

= Uhv3Uyv3 — Uhv2Uyv2 T Vhv3Vvv3 — Vhv2 Vyv2-
(2D
Then, uy and vy are computed from (21). k can be resolved
from (19).

We can conclude that any three groups of orthogonal par-
allels with different poses are sufficient for the calibration of
a camera with a three intrinsic parameter model. The method
proposed by Bénallal and Meunier [17] is a special case, which
employs a cubic object to extract three orthogonal vanishing
points and deduce the intrinsic parameters for a camera.

IV. POSE DETECTION
A. Camera Pose Determination

Parallel lines often exist in indoor environments, such as
doors, windows, and tables. It is natural to select parallel lines
as reference. Consider the case of two groups of parallels, in
which there are at least two lines in each group, and each line
in a group is perpendicular to the lines in the other group. The
world frame W is assigned to describe the poses of the lines.
Its origin O,, can be selected at any place. Its = axis X,, is
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Fig. 2. World frame of two groups of parallels.

Fig. 3. Camera frames assignment.

set to be parallel to the lines in one group and its y axis Yy,
parallel to the lines in the other group. The frame assignment
is shown in Fig. 2. The coordinates of point P; are represented
as [Twi, Ywi, 2wi) in the world frame. The four points P; to Py
are arbitrarily selected on the two lines, i.e., two points for each
line, for further pose computation in the camera frame.

The origin of the camera frame is assigned at its optical
center. The z axis is taken as the direction of its optical axis
from the camera to the scene. The z axis is selected as the
horizontal direction of its imaging plane from left to right. Two
frames, C; and Cs, are given for cameras C,; and C, in Fig. 3,
in which 7, and ! R, are the translation and rotation from O,
to Oo. ! Hy, the transformation from C; to Ca, is expressed as
(22) with homogeneous transformation

H, = [1R2 1T2] . (22)

0 1

If M, is employed to denote the extrinsic parameters ma-
trix from C; to Co, then 'H, is the homogeneous form of
matrix ' Ms.

First, the pose of the parallels relative to the camera frame
C: is considered. According to the orthogonal constraints in
rotation matrix, for a point P on line Ly, from (2), we have

10wm$clk’ + 1Owyyc1k + 1szzclk'

= Ywk + 10wz1pwz + lowylpwy + 10wzlpwz
1awm$c1k + 1awyyclk + 1awzzclk

= Zwk + lawzlpwx + 1awy1pwy + 1awz1pwz

(23)

where 1., 1S the coordinates of line Ly at the y axis, z,x 1S
that at the z axis in the frame W. The subscript k represents a
point on line Ly, subscript c1 represents the data in C1, subscript
w means the frame )V, the combination of superscript 1 and

k= /= (mhy /miy — o) (mhy /ity — o) — (i fmyy — vo) (b /iy — v)

19)
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subscript w indicates the data of extrinsic parameters from
Ci1 toW.
Let

{ 1Ak: = Ywk + 10wm1pwx + 10wy1pwy + 1szlpwz (24)

1Bk = Zwk t+ 1awm1pwa: + 1awy1pwy + lawzlpwz-
For any points in the two groups of lines, z.1x 7# 0 are

satisfied. Therefore, (23) can be rewritten as

1 / 1 / 1
Owz Ty + OwyYip + Owz

_ 1Ck
! ! - o
lawwxlk + 1awyy1k +1ay:

(25)

where 1Ck = 1Ak/1Bk9 ‘r/lk = xclk/zclk, and yllk = yclk/zclk~

All points on the line Lj; have the same coordinate y,, =
Ywk at the y axis and z,, = 2z, at the z axis. The extrinsic
parameters for any point on the line are also kept the same.
Therefore, it is easy to conclude from (24) that * A, ! By, and
LCy, are constants for the line L. For two arbitrary points on the
line Ly, such as points F; and P;, (26) is obtained via applying
them to (25). Its simplified form is (27), which results from
its simplification using the orthogonal constraints of rotation
matrix in ' M,

1 / 1 / 1
Owz T, + OwyYiki + 0wz
/ /
Yawe @y + Lawy Y g + M ws

1 ! 1 / 1
Owa Ty + OwyYik; + 0wz

= (26)
1awmx/1kj + 1awyyl1kj + 1awz
1 / / 1 / /
Nz (Yigi = Ying) + Ny (T — Thps)
1 / / l ’ _
+ Nz (xlkiylkj - xlkjylki) =0. 27

Any two points on a line that is parallel to the x axis in the
frame WV satisfy (27). Therefore, k equations can be obtained
for one camera from k parallel lines. According to the main
direction of the lines in the image space, one parameter in 1ﬁw
can be removed from (27) with the reduction of a fraction. As a
general case, assume 1., # 0. We have

MN =1L
r / A /
Ti15 — T11s T114Y115 — T115Y114

M:

/ ! ! / ! !
Tikj — Tiki  T1kiY1kj — TikiYike

'nl, 28
N = {ln}vy} (28)
ylllj — Y11
L =

y/lkj — Yiki
where'ln’wy =Ny /Ty and 'nl = ny,. /Mg,

Notice that @' ,;, ¥y, T}y, and yy,,; (R =1,..., k) can be
obtained from (1) according to the imaging coordinates [u, v].
Therefore, [N can be resolved with the least square method.

N=(MTM)'L. (29)

Then, 9w

' || = 1.

can be calculated with the constraint
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Fig. 4. Pose-detection sketch map.

The vector 13w can be obtained with a similar procedure.
With the orthogonal constraint, Ya, is obtained as

Y4 w="ny x10,. The pose of the frame W relative to the

frame C; is represented as ' R, = [1ﬁw 10w 13“}]. 2Ry, i.e.,
the pose of the frame W relative to Co, can also be deduced with
a similar method. The relative pose from C; to C, is calculated

with rotation transformation, i.e.,! Ry = 'R, (?R,,) " !.

B. Pose Detection for an Object

1) Pose Detection for a Line: Any two points can be se-
lected as features from a line L in the images of the two
cameras. Here, the feature matching of the points for the two
cameras is not necessary. As shown in Fig. 4, P;; and P, are
two feature points selected from a line for camera C,1; P»; and
Py are for camera Cuo. The vector formed by P11 and Pia
is denoted as ' L,12 and 2L,15 in C; and Co separately. The
position vector of a point F; is represented as P.1; and P.o;
in C; and Cy. ' P.y; is the representation of P.y; in Cy. Py,

and P.; can be calculated from (1) according to the imaging
coordinates of P; in C; and Cs, as given in the following:

N

Pe= [%11‘/%11‘

N

Py = [1'021'/2021'

Yeri/zeri 1T =M jluy; v 1T
1T
(30

Yeri/ze2i 1T = M us; vy

where Mj,; is the intrinsic parameter matrix of camera Cg;
and My is that of camera C, [uy4, v1;] and [ug;, vo;] are the
imaging coordinates of P; in C; and Cs.

The three vectors, ! L,12, *Pc11, and P19, are linearly
correlated as they form a vector triangle in a plane. Therefore

Pllr P12x 1L12z
Piiy Piay 'Ligy | =0 3D
Py, Pia, ‘Lo,

—

where 'Pa1=Pa1=[Pi1z Piy Pi12]%, *Poas=Pa2=
[Pioz Piay Pi2.]T,and *Ly1o=['L12s 'L12y 'L12:]7T.

The evaluations of 'P.;; and 'P.i5 are given in expres-
sion (30).
Equation (31) can be rewritten as

(Pllypl2z - P12yP112)1L12m + (P12zP112 - Pll:cP12z)1L12y
+(Pr12Pr2y — PiogPi1y)' L12. = 0. (32)
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On the other hand,! Po; is transformed from P»; with rotation
transformation ' R,

Py = 'Ry P

c2i — 2 c2i

ri ) 41 ) !
T cat Cczl xTrJdcir CcZl xr

N22Te2i/2e2i +  022Ye2i/ 2c2i + 2

_ |1 1 1

- y+Lc2i/ ~c2t yYc2i/ ~c2i y
N2y Te2i/ Ze2i + 1 02yYe2i/ Ze2i + a2
1 1 1

| 'n2:Tci/ Zei + L02:2Ye2i ) Ze2i + T az:

(33)

In the same way, the following can be deduced with three

linear correlation vectors, ' L 12, 1 P21, and * Pego:

(' Pa1y' Pag. — ' Pagy' Po12) "Liag
+ ("Paog ' Pors — ' Pory' Paa.) ' Laay,

+ ("Po1a' Pagy — 'Pagy' Pory) 'L12. = 0. (34)

From (32) and (34), 1Lp12 can be determined through the

constraint || L2 || = 1. Then, ? L,12 becomes

2Lyo= (*Ra) " 'Ly (35)

2) Pose Detections for a Plane and Rigid Object: For a
plane, at least three points are selected for its norm detection.
Any two points among them form a vector, whose pose can be
determined as described above. There are only two independent
vectors among the three vectors formed with the three points.
With the poses of the independent vectors, the pose of the plane
norm can be obtained with vector product.

Furthermore, the pose detection based on vector measure-
ment can be extended to pose determination for a rigid object.
For example, the pose of a cuboid can be detected from three
vectors of the edges with the above method. The details are
omitted here.

V. NEW VISUAL CONTROL SCHEME BASED
ON POSE ESTIMATION

A. System Configuration

A task for an industrial robot to approach an object with a
desired pose for its end effector is considered here. The system
configuration for the task is sketched in Fig. 5. Suppose that the
object is rigid with parallel line edges. No further information
about it is known. The two cameras, with frames C; and Ca,
are located where the object and the end effector are all in their
field of view. The axes of frame C; are parallel to the axes of
frame W,, the world frame of the robot. That is, when the end
effector is moved in the direction of x axis of the frame WV,, the
image coordinates of the end effector vary only in the horizontal
direction. When the end effector is moved in the direction of
z axis of the frame WV, its image coordinates vary only in
the vertical direction. In addition, £ and W, represent the end-
effector frame and the object frame.
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Fig.5. Configuration of visual control for a manipulator to approach an object
based on the pose detection.

B. Control Strategy

In frame C;, the poses of the sidelines of the rectangle surface
of the object are detected with the method in Section IV-B.
Then, the norm of the surface is calculated using vector product
of the two neighbor sidelines. Now, IR, the pose of the frame
W, expressed in Cy, is obtained. ! R.q4, the desired pose of the
end effector in Cy, is determined from ! R,. * Rep,, the currently
measured pose of the end effector in WV;, can be given from the
robot’s controller.

Assume that the pose of frame W, is LR, in the frame C;.
Frame W, is selected as the reference. Assume that the pose
adjustment is ' R, in the frame V. Based on frame W, (36)
is deduced from frame transforms. Then, * R, is obtained as
given in (37)

(er)_l 1Red = rI%earl%em (36)

rRea = (er)71 1‘Red (rRem)71 . (37)

In fact, "Re, is the pose error between the desired and
measured poses. It can be represented as a rotation around an
axis "f with an angle "6, as expressed in (38). kg "6 is employed
as the actual angle adjustment value in one control step for the
pose control. The actual pose adjustment control value in one
control step is computed in (39)

*Rea = Rot('f, ") (38)

rRec ZROt(rf, ko rtg), O0<kyo<l1 39

where " R, is the actual pose adjustment control value in one
control step, kg is the factor of pose adjustment.

To decouple the pose and position adjustments, the posi-
tion of the end effector is assumed to be fixed during the
pose adjustment. The position and pose of the end effector
in frame W, can be computed via the kinematics combined
with the measured values of the joint angles of the industrial



This article has been accepted for inclusion in afuture issue.

1110

robot. Suppose that the measured position and pose of the end
effector is

Rem Tem :| . (40)

Hem:|: O 1

The translation to compensate for the offset caused by pose
adjustment is

Tel - = Rec em- (41)

At the beginning of the approaching task, the distance be-

tween the end effector and the object is unknown. Therefore,

the translation to approach the object can be evaluated with the

constant step length along the direction from the end effector to
the object.

rTeQ = ks (1R ) ! 1P(;e’ 0<ks<1 42)

N

where 1Pée is the unit vector of P e in frame Cq. P, is a vector
from the origin of the frame £ to the origin of the frame W,,
which can be measured with the method in Section IV-B. k; is
the position step factor at the beginning of the task.

The distance moved by the end effector can be computed
with the position of the end effector, which is read from the
position controller of the robot. Assume that the end effector is
moved in the direction of vector P,.. After the end effector is
moved at least two steps, the distance from the end effector to
the object can be estimated with the cross ratio invariance. Then

(dem' + dive ) /i
(dem’ + dim+dig, )/ (dim+dig, )
(din' + dirn ) /i =
(dem’ +dim+dlay )/ (dimtdiyy)

(Ti;1+ Til)/rél
(Ti,l_1+ Tt Tﬁe1)/(Tél+ Tcilel)
(Tigl"' Tiz)/riz
(7’1;1+ Teat Téez)/(rinr TéeZ)
(43)
where d’ ;, is the estimated distance between the target and tool
points using the camera Cy at the ith sampling, d¢4, is the
estimated distance via camera Cl,9, rdel is the i 1mage distance
between the target and tool points in camera C,; at the ith
sampling step, 7%, is the image distance in camera Cy2, dt,,, is
the distance of the end effector moved between 7 — 1th and ith
sampling, ¢, and r’, are the image distances of the end effector
moved in the image spaces of cameras Ca1 and Cyo between

i — 1th and ith sampling, r’; and r’, are corresponding to
di(i>2)

\/U1*Uel) +(21*1’:;11)2
)2+ (var — viy)
ULy _ue2 ) + (1’22 - 7‘,—1)2

Ve2

) + (Ud2 - Uég)Q

tar — U (44)

Tde \/
where [uq1, vq1] and [ugz, v42] are the image coordinates of the
object in cameras C,; and Cla, [ul;,v%] and [uly, vl,] are the
image coordinates of the end effector in cameras C,; and Co
at ¢th sampling.
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If r; is zero, d’,, cannot be estimated from (43). It is
the same for dCC12 if 7“62 is zero. If only one image distance
is nonzero, r¢; or r’,, then the only distance d’,, or dy
estimated from (43) is taken as the distance ded. If both i 1mage
distances are nonzero, then the average of d’;, and d',, is
taken as the distance d’ . If both image distances are zero, then
the distance d’; is zero. This means that the end effector has
reached the target. d’; is the estimated distance between the
target and tool points at the ith sampling.

With the errors dld and the vector 1P, the errors eéd
between the target and tool points are expressed as (45), and
the approaching control law with the proportional integral
differential (PID) algorithm is given in (46) as follows:

[T =dig ("R) P

[ 6Zzed e;ed e,lzed (45)
Axt,
T = Ayce
Azt
- -
Z Cxed
eﬁﬂed jzl ) ez@ed - el,m;é
= Ky | Chea | FEi | 3 €peq |+ Ka | Cpea — €ped
e,lzed le . eicd - ezz;(]i
Z ezzcd
Lj=1 J
(46)

where Az!, is the adjustment value of the end effector in the
direction of x axis, Ay, is that in the direction of y axis, Az’
is that in the direction of z axis in frame W;, and K,,, K;, and
K ; are PID gain matrices.

The adjustments to control the end effector to approach the
object are formed as (47) in frame W;, the world frame of
the robot

rRec rTel +
0 1

rTe2

rHec = (47)

where "H.. is the actual adjustment control value in one
control step.

VI. SENSITIVITY ANALYSIS
A. Errors in Line Pose Detection

In the parameters of a line, there exists at least one pa-
rameter of nonzero value. Without losing generality, suppose
1Li9, # 0. Considering Py1, = Pjs, = 1, we can deduce from
(32) and (34)

(Pr1y — Piay)Le + (Pr2z — Piiz)Ly
= P12IP11y - PlerIQy
("Pa1y ' Paz. —Pa2y " Po1 ) Ly + (*Paoe 'Po1: —'Po1,'Pa2z )Ly
=1Pyo, ' Po1y — ' Pory ! Pogy
(48)
where Lm = 1L12az/1L12z and Ly = 1L12y/1L12Z.
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The solution of L, and L, can be expressed as

L, = (a3b2 — agbg)/(a1b2 - a2b1) (49)
Ly = (a1b3 — agbl)/(albg — agbl)
where
a1y = Pr1y — Pigy
az = Proz — Pr1g
a3 = P1a; P11y — P12 P12y (50)

1 1 1 1

bl - P21y P222 - P22y P21z
_1 1 1 1

b2 - P22m P21z - PZlm P222
_1 1 1 1

b3 = "Pagy Po1y — " Po1z Pagy.

From (49), the differences AL, and AL, can be derived
as in (51). The derivatives 0L, /Oay, OL, /0by, 0L, /day, and
0L, /0by, are given in (52). For Oay,/Ou;; and Oby,/Ou;j, most
terms are zero. To simplify the discussion, a special case is
considered that the relative poses between two cameras are
unit matrices. In such a case, 1 P;1, = ! Pj3, = 1. The nonzero
terms for Oay,/Ou;; and by /Ou,; are given in (53), while the
other terms are zero

2 2 3
_ 0L, dap , AL, dby N
ALI - Z Z Z <8ak Bu” + Oby, Bu”> Au'LJ

1111

OL, _  —L.by OL, _  —Lybo

8a1 - a1b27a2b17 (90.2 - a1b27a2b1

SLI — b2 SLI — LICLQ

daz ~ aijbo—asby? 9by T aijba—asb

oL, __ Lya2 oL, __ —as

Obs — aibs—asby? Obs T aibs—ashy (52)
% — L,by aLy — Lybl

8@1 - (leg—azbl’ B(Lz - ale—azbl

OLy __ —by OLy _ _—Lga

aag - a1b27a2b17 c’)b1 - albgfale

oL, _  —Lya; oL, __ ay

6b2 - a1b27a2b1’ 81}3 - a1b27a2b1

day _ 1 day __ 1 dao _ 1 dao _ 1

Ovir ~ ky1? Ovia — ky1? Ouin © kg1’ Ouiz T ks

6a3 — P12y 6a3 _ Plly 6(13 _ PlZa; 8(13 — Plla:

duir kz1 ? Ouiz ~ kz1 ) Ovir ~ ky1 ) Oviz ky1

Oby _ 1 0by _ 1 Oby _ 1 Oby _ 1

Ova1 ~ ky2? Ovaa — ky2? Ouar ~ kg2’ Ouaz ~ Kkao

81)3 — 11322y 8b3 _ 113213/ 6b3 _ 113223c 81)3 — 1P21m
Ouz1 — koo 7 Ouga ~ kgo ) Ovar — ky2 ? Ovaa kya

(33)

Applying formulas (52) and (53) to (51), then AL, and AL,
are obtained in (54), shown at the bottom of the page.

Generally, the parameters k, and k, are very close to each
other. For the two cameras, k1, ky1, kg2, and ko are taken as
k to obtain approximate values of AL, and AL,. [See (55),

shown at the bottom of the page.] The line pose 1Lp12 can be
determined with L, and L, as

"Lige = Lo/ (/L2 + L2 4+ 1
"Ligy = Ly/(/L2 + L2 +1 (56)
"Lig. =1/ /L2 + L2 + 1.

i=1j=1k=1 Therefore, the errors in line pose caused by AL, and AL, are
2 3 :
OLy day | OLgy O given as
+ 21 '21 kzl (8§k agf} + a%k af’i) Avy;
1=17)= =
on 3/2
AL, = 22: 22: 23: <8Ly Dar 4 Su Dby ) Auj dLize=[(1+ L}) ALy — Ly LyALy| /(L3 + Lj +1)
YA S \ O O O Ousg dL1gy=[(1+ L2) AL, — LyL,AL,] /(L2 + L2+ 1)*/?
2 2 3 3/2
+2 T 3 (Fede 4 G i) Au, dLiz. =—(LALs + LAL)/ (L2 + I} + 1)
i=1j=1k=1 “ K (57)
AL, = 7@15); o~ [fLmbz (Lvl}e;lAvlz) +L,as <4A”2}€;2Av22> —Lybo (Luli;ﬁuu) +Lyas (A“Ti;fuzl) +by (Pllyﬁulzzlplzyﬁuu>
Lp, yAu -1P yAu Pio,Avi1— P11 Av 1 Pooy Avog —t Po1gp Av
_ a2 ( 21 22332 22 21) + b2 ( 12 I}Cy] 11 12) _ a2 ( 22 21,y2 21 22)i|
AL, = 7@111; b [wal (4Avl}€;lAvl2) —L,aq (L”%;szz) +Lyby (Luli.;Auu) —Lya; (Auzz;?uﬂ) —by (PllyAuli;Pmy Auu)
tay <1P21yAu2271P22yAu21> _b (P12IA’U11*P111A'U12) +a (1P221Av21*1P211Av22)}
ka2 1 yl 1 y2
(54
AL, ~ m [(Ly — Pray)boAuis + (Pi1y — Ly)boAurs + (P Pagy — Ly) azAuay + (Ly — ' Pa1y) azAugs

+(Pi2g — La)boAviy + (Ly — Pr1z)baAviz + (Ly — ' Pagy) azAvay + (1 Po1g — Ly) azAvgs]
ALy ~ ——— [(Pr2y — Ly)b1 Augy + (Ly — Piiy)biAuis + (Ly — ' Pagy) a1Ausy + (*Pa1y — Ly) a1Auso
+(Le — Prag)b1Aviy + (Prigz — L )b Avia + (1P22z - Lx) a1Avgy + (Lz _1P21z) alA'UQZ]

(albgf a2b1)k

(55)
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where dL12,, dL12y, and dL;2, are the errors in the line pose.
Discussion:

Case 1: A’U,H = A’U,lgz A'U,Ql = AUQQ = A’Ull = A’Ulg =

Avg1 = Ava; = €4,. From formula (55), the errors

AL, and AL, are computed as given in (58).

When e,, = 1 and k£ = 1000, the errors are about

0.001.
AL, = ey /k
{ AL, ~ ey /k (58)
Case2: Aupp = —Auig = ey, Aug = —Augy = —ey,
Avu = _AUIZ = €y, Ale = —Av22 = —ey,.

This is an extreme case that the errors in the feature
points in the image space are opposite in directions.
In this case, the errors AL, and AL, will reach the
maximum values

1
(a1bs — agby)k
X [2Ly (a2 + ba)ey, — (Pray + Pi1y)b2ey,
— ("Pagy + 'Pory) asey + (Pi2y + Priaz)boey
—2L,(az + ba)ey + ("Pa1z + Pozy) aze, ]
1
Y™ (arby — azby)k
X [=2Ly(a1 + b1)ey + (Piay + Piiy)biey
+ ("Proy + 'Pory) aren + —(Praz + Piig)bie,

+ 2Lm(a1 + bl)ev - (1P21$ + 1P22$) alev] .
(59

AL, ~

AL

The precision in calibrating the intrinsic parameters of the
two cameras is quite satisfactory. For example, for camera Cl,1,
we have k$1 = 2499.9, kyl = 2364.1, ugr = 3674, Vo1 =
285.2 and for Camera C,2, we have ko = 2478.1, kyo =
2352.6, uge = 374.1, vg2 = 261.5. The feature points extracted
from the line are [52, 247] and [221, 194] in camera C,,
and [400, 242] and [566, 186] in camera Cjs. According
to formula (50), the temporary variables are computed as
a1 = 0.0224, ay = 0.0676, a3 = —0.0039, b; = 0.0238, by =
0.0670, and b3 = —0.0003. The solution of L, and L, are
computed according to (49), the results are L, = 2.2518 and
L, = —0.8048. The obtained line pose is 'Lz, = 0.8688,
1 L1, = —0.3105, and * L12, = 0.3858. If the errors in feature
points are limited to 0.1 pixel, the errors calculated from (59)
are AL, = 0.3064 and AL, = —0.1053. The maximum errors
in a line pose will be dL15, = 0.0180, dL15, = —0.0048, and
dLy2, = —0.0445. With the Hough transform and least square
method, the accuracy of feature points in line can be improved
further. Then, the errors in the line pose estimation will be
reduced proportionally.

B. Errors in Estimated Distance
Equation (43) on cross ratio invariance can be rewritten as
(die + dio)(din+ diay)(ri + iy 4 Ther) T

(dz Lt dedl)dém (7”211 + 7“21)(7"21 + Téel) =0. (60)

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART B: CYBERNETICS, VOL. 36, NO. 5, OCTOBER 2006

Let F' denote the left side of (60). The derivatives of F' with
respect to the six variables are

6321 _dém ;17}1 + dém elrel
+ din e — ATl Tt (61)
g:; = g deqr (1 + 20ty + 701) (62)
a?;:l = o deqi s — Ao T e
— Ao emTacr — deardemTact (63)
3251 _dém dedlrel demldém 211
— oo 701" = der e 7e1 (64)
it =ttt + dhavriary
+dea1 e o1 — demTaerTer (65)
aizm = — (degn +2dey, +dear)rer 7ac1- (66)

The estimated distance d! ed1 is the function of the other
variables di, diil, ri, ri7', and ri,,. The difference

Adlyy is
d? 8d od
Ad _ edl Ad’b edl Adz 1 edlA z
edl — adl 8d1 1 em a 21
+ 8dfdiA i—1 + a edl A i
or Te1 rdel
OF oF oF .
= Adl 4+ ——Ad N+ ———Ar!
( adém 8déml 7’}51 Tl
oF OF - oF
JAV e e, W —. (67
i or 211 el 87"Z1e1 rdel)/adém ©n

Consider the case that r';' =7, < ri, and di.! =
d < dédl. Applying formulas (61)—(66) to (67), then Adédl

can be approximately expressed as

i
dedl
% i—1 i
( el + Tel )rel

X [ (3/déd1 + 1/d}3m) rélréelAdim

Adedl

- (27"21/dém + The1 /Ao — réel/dédl)
X o Adiyt = (3rky 4 1) Al
- (Tél - Qdi:mrjiel/dédl - 7'3‘1‘31)

X AT 42 (Al i) T At | (68)
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Fig. 6. Scenes of experiment. (a) Scene of experiment at start and (b) scene of experiment in the end.

If the terms r’; and 1/d’y, in the numerator of (68) is
neglected, then (68) becomes

i i—1 i
Tde1 (Arel o ATel)

) i—1 i—1 %
(Tel + Tel ) Tel Tel

i
Adedl ~

i (69)
dedl

Equation (69) indicates that the main sources of errors in
estimating the distance with cross ratio invariance are the errors
in 72, and ;' The relative error in the estimated distance
is proportional to the difference between the relative errors
Argt/rict and Arly [riy, with a gain of 7, /(riy + 700",

For example, when rgl =r¢q = dandrj,, = 50 pixels, the
relative error Adgy, /dgq is five times the error Ar’ef_l [t —
Argy /ey . Therefore, reducing g, or increasing 7, or rit
can reduce the relative error Ad? , /d? 4.

In general, the distance estimated with cross ratio invariance
is still a rough one. When it is used for control purpose, it
is better to be combined with an image-based visual-control
method to form an integrated system, or to add a limit unit in
the robot controller to confine the step size in the visual control.

VII. EXPERIMENT AND RESULTS
A. Experiment 1

The experiment system is shown in Fig. 5. The end effector
was mounted with a colored rectangle as the tool. The white
rectangle is the object to approach. The end effector approaches
the object’s center along the opposite direction of the surface
normal of the planar object. Two cameras were placed near the
base of the industrial robot UP6, whose intrinsic parameters
My and M, were calibrated using the method proposed in
Section II1. The relative pose ! Ry is computed with the method
in Section IV.

The task was to move the end point of the tool to the center
of the object. In the experiment, the control algorithm adopted
was a proportional control law, i.e., with the gains K; and K,
in formula (46) set to zero. The factor in formula (39) was
assigned as ky = 0.4. The position step factor in formula (42)

at the beginning of the approaching was set to ks = 25 mm. The
proportional gains were initially determined by simulation and
finally tuned empirically in experiments and were set as

03 0 O
K,=]10 05 0 (70)
0 0 05

The experiment was conducted using the method in
Section V. Two scenes of the experiment are shown in Fig. 6.
The scene of the tool and the object, denoted by a color
rectangle and a white rectangle, respectively, at the start of the
experiment is given in Fig. 6(a). Fig. 6(b) shows the scene at
the end. It can be seen that the tool reached the desired position
and pose well.

Some experimental results are given in Fig. 7. Fig. 7(a)
shows the trajectory of the end effector in the experiment. The
three steps at the beginning were controlled using a constant
step length with formula (39), (42), and (47). Then, the mo-
tions of the end effector were controlled according to formula
(39), (46), and (47). The end effector was moved toward the
object. Fig. 7(b) gives the desired and reached orientations of
the end effector in the experiment. It is seen that the orientation
of the end effector changed smoothly and achieved the desired
one finally. The components in the estimated result are given
in Fig. 7(c). There existed variations in the estimation because
of noise disturbance. Fig. 7(d) shows the distances between
the tool and the object in Cartesian and the image space. The
distance in the image space was calculated with the image
coordinates of the tool and the object. The distance in the
Cartesian space was estimated with (43) and (44) according to
cross ratio invariance. The distance varied considerably due to
the sensitivity to noise. Besides the noise, the trajectory of the
end effector, which was not a line, also had a strong influence
on the accuracy of the estimated distance. In our experiment,
to reduce the aforementioned effect, the estimated distance was
filtered with a low-pass filter before it was used to control the
end effector. Also the step size for each visual-control sampling
was limited to 25 mm or less.
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Fig. 7. Experimental results. (a) Trajectory of end effector, (b) graphs of Euler angles, (c) estimated direction results from the end effector to object, and

(d) distances between the tool and object in Cartesian and the image space.

B. Experiment 2

The purpose of this experiment was to compare our pose-
based visual-control method with a traditional position-based
method. In this experiment, the tool was a bar instead of the rec-
tangle in the last experiment. Different from Section V-B, the
poses here were just the pointing direction of the tool and the
normal of the planar object. Assume that the pointing direction
of the tool was ! a4y, in frame C;, the normal of the planar ob-
ject was ! @, in frame C;. The rotation angle 16 and axis ' f in
frame C; were computed via (71). Then, the desired pose ' Req
was determined with (72). Applying formula (72) to (37), the
pose adjustment can be determined with formulas (38) and (39)

171> 1=
f: Gem X Qr

N N (71)
19 = arccos (1 @ om -t ar)

'Reqa = Rot(l?,la). (72)

An experiment for object approaching was conducted with
our pose-based visual-control method. Similar to the experi-
ment in Section VII-A, the estimated distance was filtered with
a low-pass filter before it was used to control the end effector.
The step size for each visual-control step was limited to 25 mm.

Next, the position-based visual-control method as described
in [2] was used in the comparison experiment. The positions of
the tool and target were calculated via stereovision. The poses
of the tool and target were obtained via 3-D reconstruction [2]
in the comparison experiment. The positions and poses of the
tool and target were calculated in each control step. The step
size for each visual-control step was also limited to 25 mm.

To compare our pose-based method with the position-based
one, the results are plotted in Fig. 8. The trajectories of the end
effector are shown in Fig. 8(a). Fig. 8(b) displays the actual
tool directions in the robot frame. Fig. 8(c) shows the distances
between the tool and the object in the Cartesian space and
the image space. It is seen that the estimated distance with
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Fig. 8.

cross ratio invariance has a higher precision in the end stage
than other stages. This is consistent with the error analysis in
Section V-B. The scenes of experiments in the end stage with
pose-based and position-based visual-control method are given
in Fig. 9.

It can be seen from Figs. 8 and 9 that the pose-based
visual-control method has similar effectiveness to the position-
based one. However, the pose-based visual-control method
proposed in this paper is much easier to implement than the
position-based one. It avoids the tedious calibration of the
extrinsic parameters of cameras and does not need any posi-
tion information of the environment or metric information of
the object.

It is observed that in some pose-detection experiments, the
pose of a line could not be obtained with the method in
Section IV-B1. The reason was that the two equations, (32) and
(34), were linearly correlated. With the active pose adjustment
of the cameras, this problem could be solved as the two equa-
tions will then become noncorrelated.

Steps

()

Results with pose-based and position-based methods. (a) Trajectories of end effector, (b) directions of tool, and (c) estimated distances.

VIII. CONCLUSION

In this paper, a method for self-calibration of the intrinsic
parameters of a camera is investigated using groups of parallel
lines, which are orthogonal. If the image coordinates of the lens
center are known, and there is no difference between the mag-
nification coefficients in the horizontal and vertical direction
from the imaging plane coordinates to the image coordinates,
then the magnification coefficient k can be self-calibrated with
one view of two orthogonal groups of parallel lines. If there
are three intrinsic parameters, one view of three groups or three
views of two groups of parallel lines in orthogonal are necessary
for the intrinsic parameter self-calibration. For a four-parameter
model, four views of two groups of parallel lines in orthogonal
are needed. The analytic solutions for the self-calibration are
presented.

With the intrinsic parameters of a camera, the poses of the
camera relative to two orthogonal groups of parallel lines are
deduced. For two cameras, their relative pose is computed
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(a)

(b)

Fig. 9. Scenes of experiments in the end stage. (a) Scene with pose-based method and (b) scene with position-based method.

from their poses relative to the parallel lines. With the intrin-
sic parameters and transformation between the two cameras,
methods are proposed for calculating the poses of a line, plane,
and rigid object. Compared with stereo vision, our method does
not need correspondence matching for feature points, which
is a main source of errors in 3-D reconstruction. Rather, line
matching is performed and the poses are computed via selecting
arbitrary two points on a line. As line matching is more robust
than point matching, our method offers a more robust approach
for visual control.

A new visual-control method is developed using the pose de-
tection rather than 3-D reconstruction. This avoids the tedious
calibration of the extrinsic parameters of cameras and does not
need any position information of the environment or metric
knowledge about the object. An approaching task is performed
with our pose-based visual control to show the application of
the method. The object’s pose and the orientation of the vector
from the tool to the object are estimated with the methods
presented in this paper. In approaching the object, the distance
between the tool and the object is estimated with cross ratio
invariance. The experimental results verified the effectiveness
of the proposed methods.

The main features of our methods include automatic cali-
bration of the camera intrinsic parameters based on parallel
lines only without requiring metric knowledge of the target
or environment, robust determination of the transformation
between the two cameras using line matching rather than point
matching, and an easily implementable visual-control method
based on the pose detection rather than 3-D reconstruction.
The developed method will be useful for autonomous systems
including mobile manipulators, humanoid robots.
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