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This paper shows how main bank rent extraction affects corporate decisions about investment and
financing during financial regulatory reform. Our model predicts that limited loanable funds can initially
contain main bank controlled overinvestment, even when new equity is available to the firm. Abundant
funds facilitate overinvestment to the detriment of firm profitability. A shift of control rights back to the
firm due to financial deregulation produces an ‘‘equity for upside potential and bank debt for downside
risk’’ bias against the banks. A stock market and real estate boom in Japan made it harder than ever for the
banks to diversify risk. The insights from this analysis help explain why Japan’s main bank system was
beneficial in the (capital constrained) postwar period but became harmful during the (capital abundant
and even bubbly) 1980s, and why the adverse shocks of the post-deregulation 1990s had such severe
effects on the banking system.

� 2011 Elsevier B.V. All rights reserved.
1 During the 1980s, American corporations felt the need to keep up with the
creasingly competitive Japanese firms, and they underwent a painful corporate
structuring. Porter (1992) and Jacobs (1993) raised economic-policy concerns about
1. Introduction

Banks usually have a close banking relationship with their client
firms and are considered as corporate insiders (Fama, 1985). The
main banks in Japan used to have particularly close relationship,
and were well known for their hands-on involvement in corporate
finance and governance (Aoki et al., 1994). Unlike banks in the US,
the main banks in Japan typically hold considerable equity
holdings in client firms. Prowse (1990) suggests that such equity
holdings can greatly mitigate the agency problem between share-
holders and debt-holders. Using data from the late-1970s to the
mid-1980s, Hoshi et al. (1990a,b, 1991) find that, thanks to their
main bank ties, Japanese firms are usually less constrained by
internal cash flow. This allows them to continue investing and
growing even when facing a cash flow shortage.

It has also been well documented that the main banks often
help Japanese firms in financial difficulty (Aoki, 1990; Kaplan and
Minton, 1994; Kang and Shivdasani, 1997). The main bank system
is commonly believed to be one of the reasons for Japan’s rapid
ll rights reserved.
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economic growth and success during most of the postwar period
because of the way a main bank can mitigate the investment inef-
ficiencies resulting from market imperfections.1

Japan’s economic troubles in the 1990s have caused the main
bank system to again catch the attention of researchers, but this
time in a negative light. See Allen (1996) for a review on the rever-
sal of opinion about the pros and cons of the main bank system. Re-
cent research has emphasized the economic costs of a close
banking relationship and of the main bank system in particular.
Theoretically, a bank as an insider can, ex post, extract rent from
a client firm because the bank often has monopoly power over cer-
tain information (Sharpe, 1990). Rajan (1992) further argues that
ex ante, the bank’s ex post rent extraction affects the firm’s invest-
ment and financing decisions. This suggests that without effective
competition from other funding sources such ‘holdup’ behaviour
e alleged lack of long-run perspective among American firms which have the
adition of financing at arm’s-length. The discussion in Mankiw (1988) on Mayer
988) suggests, however, it is not obvious that short-termism and hence arm’s-
ngth capital markets really caused lower investments in the US and the UK in the
in
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1970s, compared to Japan.
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can choke investment, especially in a firm with high growth poten-
tial, thus eroding firm value.

Given its influence, a main bank’s holdup behaviour can also
cause overinvestment, another way to erode firm value. A main
bank can prod its client firm to take on unattractive or even nega-
tive NPV projects to generate more interest income for itself to the
detriment of the firm’s own profitability (Weinstein and Yafeh,
1998; Wu and Xu, 2005). Rajan and Zingales (1995) show that Jap-
anese firms usually maintain larger cash holdings than US firms,
but Pinkowitz and Williamson (2001) demonstrate that the cash
holdings are associated with main bank power such that Japanese
firms’ required compensating deposits at their main banks reflect
bank rent extraction. Nakatani (1984) previously suggested that
the main bank system (in particular, a financial or keiretsu indus-
trial group with a main bank at its core) can actually weigh down
the performance of bank-affiliated firms.

Keiretsu firms are likely to have legacy main bank relationships
even after the financial deregulation. Wu et al. (2000) show that
during 1974–1995 large keiretsu firms enjoyed no advantage in
their cost of capital but had significantly lower returns on invest-
ment than peers without a keiretsu affiliation. Kang and Stulz
(2000) directly question the value of the main bank system—once
the envy of many other economies around the world—by showing
that during the Japanese stock market meltdown in the early
1990s, firms with more bank borrowings in the late 1980s saw
deeper losses in their equity value and that this cannot be ex-
plained by leverage effects. In short, the most recent empirical
studies conclude that the main bank system hurts firm value.2

Scholars have made useful attempts to explain the costs and
benefits of the main bank system (for a review, see Hoshi and
Kashyap, 2001), but it remains unclear why the main bank system
should have facilitated Japan’s economic growth when the main
banks were at their most powerful (in the 1950s, 1960s and
1970s), but become a burden following financial deregulation in
the 1980s.

Financial deregulation aimed at opening up Japanese capital
markets actually began in the early 1980s, and since then Japanese
firms previously controlled by the main banks have gradually been
able to take investment and financing decisions into their own
hands. Following the deregulation, Japanese corporate financing
changed significantly from bank borrowing to capital market
financing (Campbell and Hamao, 1994). If the main banks’ sharing
in a rent surplus is important to maintaining long-term firm-bank
relationships as described by Petersen and Rajan (1995), this surely
means that bank rent extraction had reached a point that many
business firms could no longer tolerate. But it remains unclear
why rent extraction by the main banks was not an obstacle during
the early years of high growth.

There are many interesting questions also about the effects of
the financial deregulation on Japan’s financial system. Did the main
banks change their modus operandi in response to deregulation
that restricted their influence? Is the deregulation the main cause
of the post-deregulation malaise in Japan’s banking system? The
equity and real estate market crashes of the late-1980s constitute
an adverse shock to most firms but especially banks (Hoshi, 2001).
Since firms with larger bank borrowings suffered deeper losses in
equity value, did they drag down their main banks, or was it the
other way around? Previous studies have provided some useful in-
sights into individual issues, but they have handled those issues
largely in isolation; there has been no theoretical analysis that
attempts to explain both the rise and the fall of the main bank
2 Many governments around the world own large shares in domestic banks, and
politicians then often control bank lending for political reasons and private benefit (La
Porta et al., 2002; Sapienza, 2004). Corruption is likely to ensue. Such a prevalent bank
control situation can produce even worse effects than rent extraction in our analysis
.
system in the presence of rent extraction—an important feature of
ongoing fundamental behaviour as identified in the literature
about the relationship-based financial system.

This study set out to develop a model of a firm’s investment and
financing decisions under main bank rent extraction. Our analysis
focuses on how corporate decisions interact with main bank con-
trol and Japanese financial deregulation. In his concluding remarks,
Rajan (1992) suggests that the deterioration in credit ratings in
Japan may partly reflect the deterioration in control that accompa-
nies movement from a relationship-based system to a transac-
tions-based competitive system. He points out that statements
about the efficiency implications of this transition require an
examination of the accompanying effect on corporate investment.
Following this advice, this study emphasizes the effects of change
in control rights on investment and financing.

The model presented in this paper considers agency conflicts
between a firm’s silent shareholders and its main bank. The payoffs
of the main bank depend on: the value of its equity holdings in the
firm, the perfect-market-determined risky debt income and the
information rent extracted from the firm. Rent extraction arises
from the bank’s monopoly power over the firm’s information as
well as regulations favouring banks. The information monopoly
power exists even in capital-market-oriented economies such as
in the US (Houston and James, 1996). Depending on financing
alternatives and who controls the firm, agency conflicts can evolve
to reverse the firm’s under- and overinvestment problems. Our
model is able to show how changes in corporate control and gov-
ernance affect investment efficiency and the risk profiles associ-
ated with bank debt and equity financing.
2. The model

Let us first set up the analytical framework (Section 2.1), then
we use the firm’s first best investment policy to set the optimal
benchmark (Section 2.2). We will then analyse three scenarios. In
the first scenario, we focus on the firm’s investment policy with
bank debt only (Section 2.3). In the second, we study the main
bank controlled corporate investment and financing policies when
new equity is available (Section 2.4). In the third, we highlight
firm-controlled financing decisions when there is a choice between
bank loan and new equity financing, and this scenario will allow us
to examine the effect on the main bank system of this shift in con-
trol rights back to the firm (Section 2.5).
2.1. The basic framework

The analytical framework is constructed to capture the conflicts
of interest between a main bank and its client firm’s existing share-
holders as a whole. We make the following assumptions for clarity
and simplicity. The firm has only one main bank, which provides
the firm’s (risky) debt. The main bank relationship and bank power
are maintained in part because the firm would face higher asym-
metric information costs in switching to new lenders and in part
because of regulations or historical reasons pertaining to, for
example, the financial keiretsu in Japan. The firm’s manager will
either maximize existing shareholders’ wealth, or rule on behalf
of the main bank if the bank controls the firm. There are no taxes,
bankruptcy costs and other transaction costs. All the decision
makers are risk neutral.

Consider a three-date, two-period model. The firm has assets-
in-place valued A at time t = 0. The bank holds a share, a, of the
firm’s total equity. We are interested in decisions and valuations
at time t = 1. The firm has an investment opportunity at t = 1
requiring an input of capital, I. At time t = 2 the project produces
either a non-negative return, rH, in the good state, or, a



Fig. 1. The first best investment policy and other investment policies in Scenario I.
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non-positive return, rL, in the bad state (�1 6 rL 6 0 6 rH). Assume
further that both the insiders and the market know rL and rH at
t = 1. The probability of reaching the good state is q. The value of
q can be interpreted as the result of a combination of the firm’s
managerial skills and its business prospects. These conditions are
known only to the insiders at t = 1. In other words, q can be ob-
served precisely by the manager and the main bank at t = 1. But
outside investors and the stock market know only that q is uni-
formly distributed over [ql,qu] (0 < ql < qu < 1). The range [ql,qu] re-
flects the range of guesses by the market about the quality of the
project given rL, and rH.

To finance the investment, the firm can either borrow from its
main bank, or issue new equity, or do both. The perfect market
interest rate, r, for risky debt, will be rationally determined. The
upper bound on r (imposed, for example, by the government) is
ru. At time t = 2, if the firm borrows from the bank it will subse-
quently pay off the debt and interest if it can generate enough cash
inflow. Otherwise, the bank liquidates the firm. Note that this
assumption assures that any overinvestment does not flow from
the ‘‘soft-budget-constraint’’ problem of Dewatripont and Maskin
(1995). To capture the main bank’s holdup behaviour backed by
its information monopoly, assume that only in the good state will
the bank be able to extract rent from the firm in the form of a pro-
portion, m, of its profits.3 Let the extracted rent depend on the size
of the debt, D 6 I, to reflect the extent of the firm’s transactions with
the bank, an important basis of bank power. As a result, the bank re-
quires, including (normal) debt payment, a total payoff of
mD(rH � r) + D(1 + r) in the good state.4 The value of m is exoge-
nously determined as in the analysis of Petersen and Rajan (1995),
and is presumed to be public knowledge in view of the legacy of
long-term relationships. Equity holders will keep the residual value
if the firm remains solvent at t = 2. If bankruptcy occurs, the bank
will liquidate the firm and collect the liquidation value. For simplic-
ity, assume that A + I(1 + rH) is always greater than I(1 + r), so the
firm is always solvent in the good state.
2.2. The first best investment policy

At t = 1, to maximize the firm’s value, the manager should
choose all the positive NPV projects:

NPVfirm ¼ qrH þ ð1� qÞrL P 0: ð1Þ

This means, as depicted in Fig. 1, a project (rL,rH) will be chosen if
and only if it is located above the bold line. To facilitate the discus-
sion, let us introduce the following definition (cf. John and John,
1993, and John et al., 1994):
3 Rent extraction only in the good state was also assumed by Rajan (1992). It looks
less extortionate than ex ante or indiscriminate rent extraction, being more
compatible with a firm-bank relationship. Nevertheless, if we model rent extraction
by including a premium in the interest rate, all the results that follow will persist
qualitatively (detailed results are available on request). The main reason for this
indifference is that both ex ante and ex post rent extraction determine ex ante
decisions in a similar way. The analysis can survive even if liquidation in the bad state
is replaced by continuation due to a rescue by the main bank, a well-known feature of
the main bank system (Aoki, 1990). Debt forgiveness in the bad state is surely a boon
to the rescued firm, but a higher interest rate premium is likely to be imposed on all
client firms just like in the insurance business. In principle, the rescued firm is no
different from a new firm in making the same investment and financing decisions
again.

4 For a successful firm, the ex post rent extracted by the main bank includes higher
interest charges for unfinished projects that need new financing, required compen-
sating deposits at the main bank, charges for premium insurance and financial
services that the firm may not really need, the firm-bank relationship related
consumption covered by the firm’s entertainment expenses, and the like. The main
bank enjoys this rent because of its information monopoly power and favourite
regulations. As a result, the firm is in no way to get only the perfect market interest
rate, r.
Definition 1. An investment policy which accepts a project for
rH > r0

H ¼ f ðrLÞ will be denoted as investment policy ½r0
H�, in which

r0
H is a function of rL.

Thus, the investment policy (with hurdle rate in terms of rH)
that maximizes the firm’s value can be expressed as ½r�H�, where
r�H ¼ �

ð1�qÞrL
q . This decision rule is illustrated in a numerical exam-

ple in Section A.1 of Appendix A.

2.3. Scenario I: Investment decisions with bank debt only

To focus on the conflicts between the firm’s shareholders and
the main bank, assume that a potential project will be financed
by bank debt only. As a result, the manager on behalf of sharehold-
ers would like the firm to undertake the project if it promises a
non-negative return on equity,

NPVequity ¼ q½Aþ ð1�mÞIðrH � rÞ�
þ ð1� qÞMaxfAþ IðrL � rÞ;0g � A P 0: ð2Þ

The return on equity in (2) depends on the perfect market interest
rate for the risky debt, which is rationally determined by the zero
expected debt payoff (under risk neutrality), qI(1 + r) + (1 � q)
Min{A + I(1 + rL), I(1 + r)} � I = 0. This gives:

r ¼ 0 if rL P �A
I
; ð3Þ

r ¼ �ð1� qÞðAþ IrLÞ
qI

if
�qru

1� q
� A

I
6 rL < �

A
I
; ð4Þ

r ¼ ru if � 1 < rL <
�qru

1� q
� A

I
: ð5Þ

Note that the interest rate cannot exceed ru due to the upper bound
assumption. The fact that a market interest rate can be positive
comes from the concave payoff structure for the risky debt (not
from risk aversion). Also note that A is the collateral value. If I = A,
r is zero for any rL P �1 and there is no bankruptcy. Bankruptcy oc-
curs if A + I(1 + rL) < I(1 + r), or A/I < r � rL.

Proposition 1. With bank financing only, the manager, on behalf of
the shareholders, chooses the investment policy ½re

H�, in which

re
H ¼
�ð1� qÞrL

qð1�mÞ if rL P �A
I
; ð6Þ

re
H ¼
ð1� qÞmA
qð1�mÞI �

ð1� qÞrL

q
if
�qru

1� q
� A

I
6 rL < �

A
I
; ð7Þ

re
H ¼

ð1� qÞA
qð1�mÞI þ ru if � 1 < rL <

�qru

1� q
� A

I
: ð8Þ
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For the proof, see Appendix B.1.

As depicted in Fig. 1, a project will be chosen only if it is located
to the right of the light solid kinked line, as indicated by the double
arrow, labelled ½re

H�. A numerical example is presented in Section
A.2 of Appendix A.

Corollary 1. With bank financing only, the manager, on behalf of the
shareholders, implements a sub-optimal investment policy ½re

H� in

which re
H is higher than r�H if rL P �ð1�qÞA�qð1�mÞIru

ð1�qÞð1�mÞI and in which re
H is

lower than r�H if �1 < rL <
�ð1�qÞA�qð1�mÞIru
ð1�qÞð1�mÞI .

This suboptimal investment policy ½re
H� can result in either un-

der- or overinvestment.5 First, the manager will pass up project

(rL,rH) that satisfies rL P �ð1�qÞA�qð1�mÞIru
ð1�qÞð1�mÞI ; r�H < rH < re

H

� �
, such as

the one labelled ‘‘a’’ in Fig. 1. This underinvestment occurs because
the rent extracted by the bank can render even a profitable project
unattractive to the firm. This effect is different from the debt
overhang described by Myers (1977), which is caused by old debt.
At the same time, the manager will undertake project (rL,rH) that

satisfies �1 < rL <
�ð1�qÞA�qð1�mÞIru
ð1�qÞð1�mÞI ; re

H < rH < r�H
� �

, such as the one

labelled ‘‘b’’ in Fig. 1. This overinvestment occurs because limited
liability or risk shifting enables the firm to benefit from even a neg-
ative NPV project. The bank cannot fully factor this risk-shifting
into the market interest rate it charges because of government
regulations that put a ceiling on interest rates to subsidize invest-
ment. Nevertheless, the main result of underinvestment here
(point ‘‘a’’) occurs despite the introduction of ru.

If the main bank can make investment decisions directly it will
use an investment policy different from that detailed in Eqs. (6)–
(8). The bank’s payoff at time t = 2 comes from three possible
sources. As a shareholder, the bank has a share, a, of the firm’s
residual value. As the only creditor, the bank collects debt repay-
ment including interest if the firm is financially solvent. In addi-
tion, the bank can reap a holdup profit if the good state obtains.
As an insider, the bank also knows the value of q. Thus with suf-
ficient control, the bank will force the manager to implement a
different policy at t = 1 which brings the bank a non-negative
NPV:

NPVBank ¼ q a½Aþ ð1�mÞIðrH � rÞ� þ Ið1þ rÞ þmIðrH � rÞ½ �
þ ð1� qÞ aMaxfAþ IðrL � rÞ;0g þMinfIð1þ rÞ;A½
þ Ið1þ rLÞg� � ðaAþ IÞP 0: ð9Þ
Proposition 2. With bank financing only, the manager, on behalf of
the bank, will choose investment policy ½rb

H�, in which
rb
H ¼�

ð1�qÞrL

q 1þm 1�a
a

� �� � if rL P�A
I
; ð10Þ

rb
H ¼�

ð1�aÞð1�qÞmA
½að1�mÞþm�qI

�ð1�qÞrL

q
if
�qru

1�q
�A

I
6 rL <�

A
I
; ð11Þ

rb
H ¼�

ð1�aÞð1�qÞAþð1�mÞð1�aÞqIruþð1�qÞIrL

½að1�mÞþm�qI

if �1< rL <
�qru

1�q
�A

I
: ð12Þ
6

For the proof, see Appendix B.2.
5 Under- or overinvestment should be interpreted in an aggregate sense. Given I
and q for each firm, firms differ in the project payoffs (rL,rH) they have available. With
the suboptimal investment policy, some may skip good projects and yet launch ones
that should not be undertaken by the First Best standard.
As shown in Fig. 1, a project will be chosen only if it is located to
the right of the dash-dotted kinked line. ½rb

H� is also suboptimal. See
the numerical example presented in section A2 of Appendix A.

Corollary 2. With bank financing only, the manager, working on
behalf of the bank, implements a suboptimal investment policy ½rb

H� in

which rb
H is lower than r�H if rL P �ð1�qÞA�qð1�mÞIru

ð1�qÞð1�mÞI and in which rb
H is

higher than r�H if �1 < rL <
�ð1�qÞA�qð1�mÞIru
ð1�qÞð1�mÞI .

The suboptimal investment policy ½rb
H] can also cause either

under- or overinvestment. In the case of overinvestment, the
manager will undertake the project (rL,rH) that satisfies

rL P �ð1�qÞA�qð1�mÞIru
ð1�qÞð1�mÞI ; rb

H < rH < r�H
� �

such as the one labelled ‘‘c’’ in

Fig. 1. The bank’s equity holdings may not create sufficient incen-
tives to restrain the bank from prodding the firm to overinvest be-
cause the bank’s marginal income from debt can be greater than
its equity loss caused by overinvestment. On the other hand, in the
case of underinvestment, the bank will pass up the project (rL,rH)

that satisfies �1 < rL <
�ð1�qÞA�qð1�mÞIru
ð1�qÞð1�mÞI ; r�H < rH < rb

H

� �
, such as the

one labelled ‘‘d’’ in Fig. 1. Such underinvestment occurs when choos-
ing among highly risky projects with positive NPVs, because the
interest rate ceiling prevents the bank from charging an interest rate
high enough to factor in the higher downside risk. The interest rate
ceiling has nothing to do with overinvestment here (point ‘‘c’’). Note
that the results represented by points ‘‘b’’ and ‘‘d’’ exist only if ru is
binding. In other words, if ru is non-binding, the main results as rep-
resented by points ‘‘a’’ and ‘‘c’’ in Fig. 1 still stand.

This analysis demonstrates how under- and overinvestment can
always exist as long as there is a conflict of interest between the
firm’s shareholders and its main bank. Main bank control does in-
deed help mitigate the under- and overinvestment problems that
are caused by suboptimal investment policies undertaken on be-
half of shareholders, but the bank-controlled investment is not Par-
eto optimal either, and can lead to different kinds of under- and
overinvestment. This is largely consistent with the findings of pre-
vious work in this area (Rajan, 1992; Weinstein and Yafeh, 1998).
The severity of the main bank controlled overinvestment problem
is mainly determined by m and a. The greater the scope for rent
extraction, m, and the lower the bank’s equity incentive, a, the fur-
ther ½rb

H� will deviate from ½r�H�.

2.4. Scenario II: Investment and financing decisions under main bank
control

Consider now the case where the main bank controls the firm
and a project can be financed by a mix of debt and new equity. That
is, I = D + e, where D is bank debt and e is new equity. To keep a sta-
ble share, a, of the firm’s equity, the bank will purchase the same
share of any new equity issue, specifically ae = a(I � D) where
D 6 I. This represents the situation in pre-deregulation Japan
where a main bank had great influence on a firm’s investment
and financing decisions.6

The bank’s total NPV comes from its equity holdings, the debt
and rent extraction:

NPVb ¼ q aðAþ Ið1þ rHÞ � Dð1þ rÞ �mDðrH � rÞÞ þ Dð1þ rÞ½
þmDðrH � rÞ� þ ð1� qÞ aMax Aþ Ið1þ rLÞ � Dð1þ rÞ;0f g½
þMin Dð1þ rÞ;Aþ Ið1þ rLÞf g� � ðaAþ aeþ DÞ ð13Þ
Morck et al. (2000) describe how, ‘‘shares held by the banks and by other entities
in the group are generally regarded as ‘stable shareholdings’ and display little
variation over time.’’ Aoki et al. (1994) also point out that, ‘‘the main bank maintains a
substantial stockholding in the firms to which it acts as main bank, usually at, or close
to, the level permissible by law’’, and ‘‘the main bank seldom sells its shares in the
market unless it abandons its main bank position’’.



Fig. 2. Main bank controlled investment policies in Scenario II.
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Note that while a and I are exogenously given, D is a decision var-
iable here, and that the market interest rate should be rationally
determined according to the zero expected NPV of risky debt (under
risk neutrality), qD(1 + r) + (1 � q)Min{A + I(1 + rL), D(1 + r)} � D = 0.

The financing policy optimization problem the bank faces can
be summarised as

Max
D

q aðAþ Ið1þ rHÞ � Dð1þ rÞ �mDðrH � rÞÞ þ Dð1þ rÞ½f

þmDðrH � rÞ� þ ð1� qÞ aMaxfAþ Ið1þ rLÞ � Dð1þ rÞ; 0g½
þMinfDð1þ rÞ;Aþ Ið1þ rLÞg� � ½aðAþ eÞ þ D�g ð14Þ

s:t: : ae ¼ aðI � DÞ ð15Þ

r ¼ 0 if rL P
D� A� I

I
; ð16Þ

r ¼ ð1� qÞfD� ½Aþ Ið1þ rLÞ�g
qD

if
ð1� qÞðD� IÞ � qDru

ð1� qÞI � A
I

6 rL <
D� A� I

I
; ð17Þ

r ¼ ru if rL <
ð1� qÞðD� IÞ � qDru

ð1� qÞI � A
I
: ð18Þ

Solving this optimization problem yields the optimal financing pol-
icy, D⁄. With D⁄ determined, we can then obtain the investment pol-
icy if the bank requires NPVb P 0.

Proposition 3. In the case of financing with new equity and debt, the
manager, on behalf of the bank, will choose optimal financing policy,
D⁄, and investment policy ½rb

H� such that
D� ¼ I if rL P�A
I

or
�qru

1�q
�A

I
6 rL 6�

A
I

and rH P
1�q

q

� 	
ð19Þ

D� ¼ Aþ Ið1þ rLÞ if �16 rL 6�
A
I

and rH <
1�q

q
; ð20Þ

and

rb
H ¼ �

ð1� qÞrL

q 1þm 1�a
a

� �� � if rL P �A
I
; ð21Þ

rb
H ¼ �

að1� qÞIrL

aqI þ ð1� aÞqm½Aþ Ið1þ rLÞ�
if � 1 6 rL 6 �

A
I
; ð22Þ

For the proof, see Appendix B.3.

The optimal financing policy, D⁄, varies with the quality of the
project as specified in Eqs. (19) and (20). For example, if the pro-
ject’s downside risk is limited, e.g. rL P � A

I , the bank will finance
the project only with debt, as described in (19). If the project is ex-
posed to considerable downside risk and the upside potential is
capped, as specified in (20), the bank will prefer that the firm use
a mix of debt and new equity. Some new equity is needed because
the bank counts on others to share the project’s downside risk, a
risk that is too big for the bank to bear alone. In other words, as
long as the main bank controls the firm, the main bank is happy
to open up of equity financing, because this risk-sharing is to the
bank’s benefit.7 But from the firm’s point of view, risk sharing here
causes overinvestment.

In Fig. 2, the investment policy ½rb
H� in Eqs. (21) and (22) is de-

picted as a light solid curve labelled ‘‘B’’. All the acceptable projects
must lie to the right of this curve. It is apparent that overinvest-
ment occurs, as some acceptable projects are located below the
first best investment policy ½r�H�, depicted with a bold straight line
labelled ‘‘O’’.
7 Since the bank always keeps a constant share of the firm’s equity, the pricing of
new equity does not influence the bank’s payoff. The bank thus has no incentive to
unfairly price the new equity. In effect, the costs of overinvestment are passed on
entirely to the old shareholders as a whole.
Here, rb
H is always less than r�H . (The proof is available on re-

quest.) In other words, curve B is always below line O as shown
in Fig. 2. Thus, unlike the situation in Fig. 1 where highly risky
but profitable projects are skipped when the ceiling on the interest
rate becomes binding, this underinvestment problem disappears
when new equity is available. The opening up of the equity market
helps mitigate the underinvestment problem. The overinvestment
problem remains, however, because the bank can still extract rent
from the firm.

Now suppose the bank has a shortage of loanable funds—a sit-
uation that reflects the high growth period in postwar Japan. This
shortage will force the main bank to fund the most profitable pro-
jects first. With capital constraints, the bank must require a higher
cutoff NPVb. The more severe the capital shortage, the higher the
NPVb cutoff the bank will require. Suppose the bank requires a cut-
off level of X > 0. This does not fundamentally affect the way the
bank determines the optimal financing policy, D⁄, but the shortage
of loanable funds will change the investment policy, as summa-
rised in the following corollary.

Corollary 3. In the case of financing with new equity and debt, when
the bank requires a higher cutoff level of X on its payoff, i.e. NPVb P
X > 0, the manager, working on behalf of the bank, will choose the
investment policy ½rbx

H � in which

rbx
H ¼

X
aqI 1þm 1�a

a

� �� � ð1� qÞrL

q 1þm 1�a
a

� �� � if rL P �A
I
; ð23Þ

rbx
H ¼

X � að1� qÞIrL

aqI þ ð1� aÞqm½Aþ Ið1þ rLÞ�
if � 1 6 rL 6 �

A
I
; ð24Þ

The proof is straightforward. Repeat all the calculations for the
investment policy described in Eqs. (21) and (22) using NPVb P X
instead of NPVb P 0. Then, conditions (23) and (24) obtain.

The investment policy ½rbx
H � is illustrated in Fig. 2. The shortage of

loanable funds shifts the original investment policy ½rb
H� in Proposi-

tion 2 upward. If the cutoff is raised only slightly, most of the bank-
controlled investment decision curve, labelled Bx, will still be be-
low the first best investment policy line, labelled O. Although the
overinvestment problem remains, it is obvious that the shortage
of loanable funds helps shrink it, as the area of overinvestment is
smaller. If the cutoff level is raised sufficiently, reflecting a severe
shortage of loanable funds, the bank-controlled investment policy
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curve, labelled By, (Y > X), can be above line O. In this case, the over-
investment problem vanishes totally. (Of course, this may result in
underinvestment, a well-understood problem in the situation of
severe capital shortage.) In short, a shortage of loanable funds re-
strains bank-controlled overinvestment. Conversely, when the
bank’s lending capacity increases substantially so that the funding
shortage is no longer an issue, the bank will tend to prod the firm
to overinvest.8

During the early postwar period, Japan’s economy struggled to
recover. The many necessary investments and the shortage of cap-
ital at that time made overinvestment virtually out of the question.
As a result, the main bank system, which provided hands-on gov-
ernance for the client firms in mitigating classic asymmetric infor-
mation and agency problems, mainly facilitated the growth of
Japan’s economy during that time, despite rent extraction.

The main banks’ methods of operation, however, became oner-
ous as the banks accumulated more and more loanable funds. Fig. 3
shows the domestic credit provided by Japan’s banking sector and
the total deposits in banking institutions, each scaled by GDP.
These ratios, in percent, measuring the banks’ lending capacity,
surged at the beginning of the 1970s. The abundance of loanable
funds (relative to domestic investment opportunities) meant that
the main banks now had more incentive to prod their client firms
to overinvest. This occurred right before Japan’s financial deregula-
tion, which was launched slowly in the mid 1970s and in fact only
took effect in the early 1980s (see the detailed descriptions by
Hoshi and Kashyap, 2000, and Morck et al., 2000). Eventually,
8 The theoretical analysis of Weinstein and Yafeh (1998) also concludes that bank
monopoly power leads to corporate overinvestment. Their insight flows from a
property that with a positive interest rate charged to the client firm (assumed to be
the same as the cost of equity), the perceived corporate cost of capital—if the bank has
a hand in the firm’s investment decisions—is lower than the firm’s actual cost. Our
model differs in that it uses a different setup and is able to consider risk profiles
associated with bank and equity financing because the investment risk profiles
especially in the presence of default risk, affect the costs of debt and equity
differently. This helps elucidate how the downside risk affects the main bank itsel
when the bank loses its influence over corporate investment.
,

f

deregulation undercut the main banks’ influence over their client
firms. Perhaps the Japanese regulators realized that the main
banks’ traditional methods of operation would result in investment
inefficiency in the new economic environment of abundant loan-
able funds. But this movement towards a more market-oriented
financial system caused new problems (because market imperfec-
tions in a new regulatory environment often have unexpected
implications).
2.5. Scenario III: Firm controlled financing decisions under funding
competition

Now consider the situation where the manager makes invest-
ment and financing decisions on behalf of the existing sharehold-
ers, and uses either bank debt or equity to finance a project. This
scenario reflects the situation during and after deregulation in Ja-
pan. While the main bank remained an insider through its moni-
toring activities, opening up the capital markets allowed many
firms access to funding alternatives. The main banks’ equity hold-
ings in their client firms were expected to be diluted by the dereg-
ulation. Consequently, the main banks’ practice of hands-on
governance became difficult to continue.

We can directly compare the costs of debt versus equity financ-
ing. The agency costs of debt will not affect the optimal investment
policy because the firm will instead use equity financing if the
agency costs of debt are too high. We will argue later that asym-
metric information costs of equity do not cause investment distor-
tions in our setting. If the firm uses debt, it yields part of its
expected NPV to the bank under the optimal investment policy be-
cause of the agency costs of bank debt. In other words, if the pro-
ject is fully financed with bank debt, the bank will impose—as
previously assumed—a holdup cost of mI(rH � r) if the good state
obtains. The bank enjoys this rent because it still has information
superior to that of other possible fund providers. Note that for sim-
plicity we have ignored the upper bound of interest rates, ru, in this
section. The firm’s expected cost of using debt is thus qmI(rH � r).
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Alternatively, the firm could seek full equity financing for the
project from new outside investors. The new investors would re-
quire a certain share of the firm’s total assets at t = 2. This required
share, denoted as b, may yield a non-zero NPV to the new equity
investors. In other words, under asymmetric information, with a
zero expected net payoff to new shareholders under risk neutrality
they may end up with either a positive or negative NPV depending
whether they under- or overestimate q. Any positive NPV for the
new shareholders is the firm’s asymmetric information cost. We
will show later that b is rationally determined under asymmetric
information.

Proposition 4. When using either debt or new equity to finance a
project, the manager, working on behalf of the existing shareholders,
weighs the agency costs of debt and the asymmetric information costs
of new equity. The firm’s agency costs of using debt are:

CBank ¼ qmIrH if rL P �A
I
; ð25Þ

CBank ¼ qmIrH þ ð1� qÞmðAþ IrLÞ if rL < �
A
I
: ð26Þ

The firm’s asymmetric information cost of new equity at time t = 1 is
equal to the share, b, of the firm’s expected total value minus the
new equity investment,

CEquity ¼ bfAþ I½1þ qrH þ ð1� qÞrL�g � I: ð27Þ

For the proof, see Appendix B.4.

To obtain the financing decision rule we must understand how
b is determined in the market. This is because, as shown in Eq. (27),
b affects the asymmetric information cost of new equity. The equi-
ty market is unable to observe the inside information, q. It can only
form an expected value of q based on its uniform distribution over
[ql,qu]—the range of guesses by the market about the project’s
quality. Note that rL and rH as public information in our model
are also part of the project’s quality. The lower bound ql (reflecting
the most conservative guess by the market about q) is exogenously
given. On the other hand, the upper bound, qu, is endogenously
determined. Denote the expected value of q as E[q]. Since the
market knows (rL,rH) at t = 1, b is related to E[q] according to the
rational pricing principle under risk neutrality b{A + I{1 + E[q]rH +
(1 � E[q])rL}} = I, or

b ¼ I
Aþ I 1þ E½q�rH þ ð1� E½q�ÞrLf g : ð28Þ

In Eq. (28), the share required by the new shareholders, b, and hence
the cost of new equity, decreases with E[q].

The firm prefers new equity over debt only if CEquity < CBank.
According to Eqs. (25)–(27), this decision rule corresponds to:

b Aþ Ið1þ qrH þ ð1� qÞrLÞf g � I < mqIrH if rL P �A
I
; ð29Þ

b Aþ Ið1þ qrH þ ð1� qÞrLÞf g � I < mqIrH þmð1� qÞðAþ IrLÞ

if rL < �
A
I
: ð30Þ

In effect, E[q], which determines b, is endogenously determined
with the firm’s financing decisions. If the firm uses new equity in-
stead of debt, the market can infer the best possible quality for
the project and hence form E[q] using the presumed uniform distri-
bution over [ql,qu]. We can describe the determination of qu and E[q]
with the follow proposition.

Proposition 5. When using either debt or new equity to finance a
project, the manager, acting on behalf of the existing shareholders,
may prefer new equity over debt. If so, the market can infer the best
possible quality for the project as follows:
qu ¼
E½q�IðrH � rLÞ

IðrH � rLÞ �m Aþ Ið1þ E½q�rH þ ð1� E½q�rLÞf grH

if rL P �A
I
; ð31Þ

qu ¼
E½q�I2ðrH � rLÞ þmðAþ IrLÞ Aþ Ið1þ E½q�rH þ ð1� E½q�ÞrLÞf g

I2ðrH � rLÞ þm Aþ Ið1þ E½q�rH þ ð1� E½q�ÞrLÞf gfAþ IðrL � rHÞg

if rL < �
A
I
; ð32Þ

where

E½q� ¼ ql þ qu

2
: ð33Þ

For the proof, see Appendix B.5.

We are now ready to determine the financing decision rule
based on all of the exogenous variables. We can summarise the re-
sults in the follow proposition.

Proposition 6. When using either debt or new equity to finance a
project, the manager, acting on behalf of the existing shareholders,
prefers new equity over debt as long as CBank > CEquity, specifically,

Aþ Ið1þqrHþð1�qÞrLÞ
Aþ Ifð1þE½q�rHþð1�E½q�ÞrLÞg

�1
� 	

<mqrH if rL P�A
I
; ð34Þ

Aþ Ið1þqrHþð1�qÞrLÞ
Aþ Ifð1þE½q�rHþð1�E½q�ÞrLÞg

�1
� 	

I

<mqIrHþmð1�qÞðAþ IrLÞ if rL <�
A
I
; ð35Þ

where E[q] is determined by the following implicit functions:

E½q�¼1
2

qlþ
E½q�IðrH�rLÞ

IðrH�rLÞ�m Aþ Ið1þE½q�rHþð1�E½q�rLÞf grH

� 	

if rL P�A
I
; ð36Þ

E½q�¼1
2

qlþ
E½q�I2ðrH�rLÞþmðAþ IrLÞfAþ Ið1þE½q�rHþð1�E½q�ÞrLÞg

I2ðrH�rLÞþmfAþIð1þE½q�rHþð1�E½q�ÞrLÞgfAþIðrL�rHÞg

 !

if rL<�
A
I
: ð37Þ

The proof is straightforward. Inserting b from Eq. (28) into con-
ditions (29) and (30) easily gives conditions (34) and (35). Eqs.
(31)–(33) in Proposition 5 directly produce Eqs. (36) and (37).

Investment inefficiency is absent here. There is no underinvest-
ment problem á la Rajan (1992) due to the firms’ access to new
equity. There is no underinvestment problem of the adverse selec-
tion type either, because asymmetric information about growth
alone never deters new equity issues (Myers and Majluf, 1984;
Myers, 2003; Wu and Wang, 2005). In other words, when the as-
sets in place are not subject to information asymmetry, the adverse
selection that would have caused the firm to skip some profitable
projects is not a concern. Asymmetric information about growth
can give rise to asymmetric information costs as we have shown
in Eq. (27), but such information costs only affect profit sharing be-
tween existing and new equity holders rather than deterring
investment.

Overinvestment is also not a concern, because the manager, if
he is acting on behalf of the existing shareholders, has no incen-
tive to overinvest. Note that CEquity in (27) can be negative, indi-
cating a benefit from new equity. But even in this case, the firm
has an incentive to stick to the optimal investment policy be-
cause holding the cash from new equity financing (as a zero
NPV project) is better than throwing the cash into a negative
NPV project (see Myers and Majluf, 1984). The financing decision
rule is therefore the only issue in this section.
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The financing decision rule in (34) and (35), where E[q] is
endogenously determined at equilibrium, can be depicted on the
(rL,rH) plane. The rule is, however, an implicit function. For simplic-
ity we can use the following numerical procedure to produce an
indifference curve on the (rL,rH) plane:

(a) set parameters A, I, q, m, and ql;
(b) pick a value for rL;
(c) insert the parameters along with a selected value for rL into

conditions (34)–(37) so that there are only two unknown
variables, rH and E[q];

(d) try values of rH (starting small and increasing);
(e) inset rH into Eqs. (36) and (37) to get E[q];
(f) inset E[q] along with rH into conditions (34) and (35);
(g) if the inequality in (34) and (35) holds, return to step (d) and

try another value of rH;
(h) if the inequality in (34) and (35) becomes an equality, the

procedure yields a point (rL,rH) on the indifference curve.
Then, restart from step (b) and pick another rL.

This procedure will produce a set of points (rL,rH) that define the
indifference curve for the financing decisions. For example, set
A = 4, I = 25, m = 0.2, q = 0.6, and ql = 0.4. Try rL = (0,�0.1,�0.2,
�0.3,�0.4,�0.5) consecutively using the numerical procedure de-
scribed above. The procedure will generate a corresponding series,
rH = (0,0.21,0.45,0.71,0.94,1.15), and thus specify one indifference
curve. Appendix C shows the series to plot the indifference curves
in Fig. 4.

In Panel A of Fig. 4, the light solid curve in the middle with six
black dots represents one of the indifference curves. In this case, a
project in the area below this indifference curve (i.e., in region I or
II) will be financed with bank loans. A project in the area above this
curve (regions III and IV) will be financed with equity. Any project
in the area below the first best investment line (the bold solid line)
will not be accepted.

The financing decision rule suggests that a project with a low-
er value of rL is more likely to be financed with bank debt, and a
project with a higher value of rH to be financed with equity. In
other words, when the main bank cannot control the firm, equity
investors are more likely to be called into finance projects with
better upside potential whereas the bank is more likely to end
up financing projects with higher downside risk. Such a downside
risk bias against the bank is factored into a high perfect market
interest rate such that the expected ex-rent NPV to the bank
equals zero under risk neutrality. A funding separation equilib-
rium thus prevails.

The intuition behind this financing decision rule can be under-
stood as follows. Since the bank extracts rent in the good state, the
holdup costs it imposes will be higher if the firm uses bank debt
rather than equity to finance projects with better upside potential.
The asymmetric information costs of equity are determined by the
required share, b, which is negatively related to E[q]. Note that the
asymmetric information costs of equity here are fundamentally dif-
ferent from classic adverse selection costs, because in the model of
this paper there is no asymmetric information about assets in place.9

A static analysis with various parameter values shows some
interesting results. Panel A of Fig. 4 presents two more indifference
9 In a generalized Myers–Majluf framework similar to that of Cooney and Kalay
(1993) but with incentive compatibility imposed, Wu and Wang (2005) show that the
classic adverse selection discount at the announcement of new equity issues comes
from asymmetric information about the assets in place, and that the discount can
even be reversed for firms with asymmetric information arising mainly from growth
instead of assets-in-place. Myers and Majluf (1984) also point out that asymmetric
information about growth alone never deters new equity issues but they stop short of
suggesting that an increase in information asymmetry about growth can facilitate
new equity issues (in a rational expectations setting).
curves where only the parameter value for ql was reset. The curve
with ql = 0.3 is the one with solid squares, and the curve with
ql = 0.5 is the one with hollow squares. ql is the most conservative
guess by the market about q, reflecting the market’s confidence
about business prospects (and the managerial skills). Recall that
E[q] increases with ql according to Eqs. (36) and (37). This means
that the firm’s cost of new equity decreases with market confi-
dence. In effect, the greater the confidence, the lower is the indif-
ference curve, and the more likely it is that projects will be
financed with new equity. For example, with lower confidence of,
say, ql = 0.3, the debt financing area spreads over regions I + II + III
and the equity financing area covers only region IV. But with great-
er confidence indicated by, say, ql = 0.5, the debt financing area
shrinks to region I and the equity financing area expands to regions
II + III + IV. A stock market boom which reflects investor confidence
thus aggregates the downside risk bias against bank financing.

Bank rent extraction should decrease with greater funding com-
petition (Petersen and Rajan, 1995), but during Japan’s transition
toward a more competitive financial system banks still had infor-
mation monopoly power, and firms that were able to access
arm’s-length financing risked falling captive again if they stayed
within the main bank system. Bank financing thus lost its tradi-
tional appeal because of its perceived rent extraction costs for prof-
itable firms.

The extent of the main banks’ holdup behaviour affects the
financing decision rule. In Panel B of Fig. 4, given ql = 0.4, there
are two more indifference curves where only the proportional rent
extraction, m, has been reset. The curve with m = 0.15 is the one
with solid squares, and m = 0.3 is shown with hollow squares.
The value of m measures the aggressiveness of the main bank’s
rent extraction. The more aggressive the bank’s rent extraction,
the lower the indifference curve is, and hence the more likely it
is that projects will be financed with equity. Worse, rent extraction
not only discourages bank financing, it also leaves the main bank
financing only those projects with greater downside risk.

Is there any evidence for the ‘‘equity for upside potential and
bank debt for downside risk’’ bias against banks which the model
predicts? Fig. 5 shows that such funding separation is evident in
the Japanese data. We calculated an up-down payoff ratio for each
listed firm in the PACAP database by letting X denote the firm’s an-
nual average positive EBIT/Assets ratio and Y its annual absolute
average negative EBIT/Assets ratio for the years 1977–1989. The
up-down payoff ratio is defined as (1 + X)/(1 + Y). It measures the
firm’s asymmetric payoff structure. For each year, we sorted
the firms by their up-down payoff ratios and selected two extreme
groups. The highest up-down ratio group refers to the one third of
firms with the highest up-down ratios, and the lowest up-down ra-
tio group refers to the bottom third of firms. We then calculated
the within-group mean of bank loan/assets ratios and of equity/as-
sets ratios for the two groups.

Panel A of Fig. 5 plots the evolution of the annual bank loan/as-
sets ratios for the lowest up-down ratio group (solid line) and for
the highest up-down ratio group (dotted line). Note first the gen-
eral pattern of separation: firms with more downside risk on aver-
age used much more bank financing than firms with better upside
potential. Second, from 1977 to the end of the 1980s, there was an
overall decrease in bank financing (see also Hoshi, 2001), but it is
the firms with better upside potential that reduced bank financing
the most relentlessly.

The patterns for annual equity/assets ratios, as shows in Panel B
of Fig. 5, are consistent with the results in Panel A. Firms with more
downside risk on average used much less equity (solid line) than
firms with better upside potential (dotted line). Indeed, the plots
in Panel B look like a mirror image of those in Panel A, confirming
the ‘‘equity for upside potential and bank debt for downside risk’’
bias predicted by our model. As a result, if a severe adverse and
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Fig. 4. Corporate financing decisions in Scenario III.
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systemic shock occurred, the main banks were bound to pile up
more bad debts than usual.
10 John et al. (1994) also studied bank risk, but in light of the universal banking
debate in the US. Their analysis shows how bank equity holdings can influence both
business investment efficiency and bank portfolio risk, and how bank equity holdings
optimally mitigate a firm’s risk-shifting against banks in a traditional sense of
imperfect information and moral hazard. Our model differs in that it considers bank
rent extraction as the main source of the firm-bank conflicts of interest (the dark side
of intrusive banks) and how bank risk lurks during an equity and real estate market
boom.
3. Understanding the rise and decline of the main bank system

Table 1 summarizes the postwar history of Japanese corpo-
rate finance under the main bank system in terms of the mod-
el’s predictions. This presentation may help explain many
questions which have long remained unresolved. For example,
why did the main bank system work well in the period before
the financial deregulation when the main banks were at their
most powerful? If the main bank system helped Japan’s econ-
omy to overcome classic market imperfections during the early
postwar period, what was the rationale behind the financial
deregulation which eventually undermined the main bank sys-
tem? Did the main banks benefit from the opening up of the
capital markets, or were they only hurt by it? Why did the
financial deregulation eventually hurt the banking system even
though the reform was well intentioned? The model can help
address all of these issues.

One of the main features of the model is the rent extraction by
the main banks. Rent extraction can cause underinvestment if a
firm makes decisions in the interest of its shareholders, as was
originally suggested by Rajan (1992). This underinvestment
problem disappears, however, if a main bank controls the firm’s
decisions, as is shown by Propositions 1 and 2 in Scenario I. There
are actually two kinds of underinvestment problem. The first is the
well understood problem of asymmetric information and agency
conflicts described by Powers (1990) and by Berglof and Perotti
(1994). The second is the holdup induced underinvestment of
Rajan (1992). A strong main bank system mitigates both of these
problems.

The main bank’s holdup behaviour can, however, lead to
overinvestment when a main bank has control (Weinstein and
Yafeh, 1998). One of the new insights of the model, as shown
by Proposition 3 in Scenario II, is that financing with a mix of
debt and new equity tends to aggravate main bank controlled
overinvestment. With main bank controlled financing and invest-
ment, new equity plays only a risk-sharing role in projects with
downside risk too severe for the bank to bear alone. The bank
controlled financing and investment hurts the existing share-
holders because the firm undertakes some otherwise unaccept-
able projects. The new shareholders would not be hurt because
the new equity should be fairly priced. This suggests that as long
as the main banks retain control, opening up the capital markets
works to their benefit.

Main bank controlled overinvestment becomes constrained if
loanable funds are in shortage, because the cutoff level to accept
new projects will be raised. The effect of using new equity to
relieve the funding shortage is limited because new equity only
helps to share the downside risk. It is in the bank’s own interest
for the firm to invest in the most profitable projects (the projects
with best upside potential). The bank’s non-interest payoff comes
from its equity holdings and rents it extracts, both increased by
successful new projects. This explains why bank controlled overin-
vestment was not a main concern until the banks’ lending capacity
had increased substantially in the 1970s. In view of the benefits of
the main bank system when loanable funds were in shortage, it be-
comes understandable how Japanese corporations were able to en-
joy such well-respected rapid growth, especially before the
financial deregulation when the main banks were at their most
powerful.

After Japan accumulated a glut of savings and capital, however,
the main bank controlled overinvestment posed a problem to the
system. The financial deregulation that undercut main bank power
was justified, but the effect of shifting control rights back to the
firms was profound, as shown by Proposition 6 in Scenario III. If
a firm made decisions in the interests of its existing shareholders,
it was more likely to seek new equity rather than bank financing
for projects with better upside potential. This is because the main
bank could extract proportionally more rent if a project had a bet-
ter positive outcome. As a result, the main bank’s payoff remains ex
ante optimal, but the bank is more likely to end up funding projects
with relatively greater downside risk (such as less creditworthy
small firms and bubble-prone real estate investments). The insight
that bank rent extraction can backfire in this regard is completely
new.10

Panel A of Fig. 5 shows that toward the Japanese stock market’s
peak around 1989, even firms with high downside risk accelerated
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Fig. 5. Bank versus equity financing based on project risk profile. For each Japanese listed firm in the PACAP database, if X = annual average positive EBIT/Assets and
Y = annual absolute average negative EBIT/Assets for 1977–1989, the up-down payoff ratio is (1 + X)/(1 + Y). This measures the up and down payoff asymmetry or firm/project
risk profile. The highest up-down payoff ratio group means the one third of firms with the highest up-down payoff ratios and the lowest group means the bottom one third of
firms. The total number of firms sorted is 1501.
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their bank debt reduction (solid line). A natural question arises:
Where did the ‘‘redundant’’ bank loans go? Hoshi and Kashyap
(2000) and Hoshi (2001) provided an excellent answer that more
and more loanable funds were pushed into less creditworthy small
businesses and, notably, into bubble-prone real estate investments.
In many cases these investments had even more downside risk
than the listed firms with the lowest up-down payoff ratios in
Fig. 5. This explains why bank assets become highly sensitive to ad-
verse shocks, foreshadowing the troubles of the Japanese banking
system in the 1990s and beyond. But during the market and real
estate boom that accompanied the financial reforms in the
1980s, who could have anticipated the unprecedented adverse
shocks later?

What actually happened? Japan’s financial deregulation was
launched in the mid-1970s (see Hoshi and Kashyap, 2000; for a de-
tailed timeline of deregulation), but the opening up of arm’s-length
capital markets actually started in the early 1980s—a delay per-
haps reflecting the reluctance of main banks to give up their tradi-
tional governance practices and their control over business firms. A
significant increase in corporate equity financing and bond issues
occurred in the mid-1980s (Campbell and Hamao, 1994). Some
funds, instead of becoming deposits, were diverted into the stock



Table 1
Timeline for the rise and decline of the main bank system.

Period Model results Highlights

Rise of the main bank system
Postwar (Until the 1960s) Scenario I, Propositions 1 and 2 Main banks helped mitigate classic underinvestment problems.

Scenario II, Proposition 3, Figs. 1 and 2 Overinvestment was a remote concern because loanable funds were in
shortage. The strong main bank system facilitated investment efficiency

Pre-deregulation (Early-mid 1970s) Scenario II, Proposition 3, Figs. 2 and 3 National wealth rapidly accumulated and loanable funds started to abound
due to the postwar economic miracle. Corporate overinvestment promoted
by the main banks lurked on the horizon

Decline of the main bank system
Deregulation (1977–1987) Scenario II, Proposition 3, Figs. 2 and 3 Main bank impelled overinvestment became more evident. Deregulation to

undercut the main banks’ influence was well intended and necessary
Scenario III, Proposition 6, Figs. 4 and 5 But as their role in corporate governance started to weaken, rent extraction

backfired. Projects with more downside risk were more likely to be bank
financed whereas projects with limited downside risk or better upside
potential were more likely to be equity financed

Post-deregulation (Late 1980s) Scenario III, Proposition 6, Figs. 4 and 5 During an equity and real estate market boom, the project risk profile bias
against main banks became even stronger

Adverse shock period (Early 1990s) Implication of Scenario III, Proposition 6 Large adverse shocks occurred and banks piled up bad debt, producing a
long-lasting credit crunch
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and bond markets as a result (Hoshi and Kashyap, 2000; Hoshi,
2001).

Wu et al. (2009) have recently shown that Japanese firms with
better growth prospects tended to use more external finance
through either bonds or equity and that among them, those with
relatively stable earnings (usually arising from assets-in-place)
were able to issue bonds or public debt, consistent with the holdup
argument of Rajan (1992). Since only a certain type of firm is able to
issue bonds, the existence of public debt does not in reality under-
mine the main result that there was a downside risk bias against
bank debt due to the banks’ rent extraction.11 The evidence on the
whole suggests that competition from alterative funding sources
was inevitable and tended to weaken the main banks’ position. This
was accompanied by the late-1970s regulatory decision to lower
the cap on banks’ equity holdings from 10% to 5% of any single firm
by 1987. These changes profoundly affected the main bank system.

If a firm has access to new equity as well, bank debt (because of
rent extraction) is chosen mainly for projects with greater down-
side risk. This causes the main banks’ rent extraction policy to
backfire. A glut of loanable funds made the main banks’ lending
policy loose. The main banks, which used to finance mainly keiretsu
firms, were willing to finance new, mostly less creditworthy firms,
during the 1980s boom. These risky firms, without the legacy of a
main bank relationship, were more likely to make decisions largely
free of the main bank’s influence. Additionally, the main banks’
governance capability was stretched thin during the boom in the
1980s; perhaps the main banks had not come to realize that more
stringent risk management was especially required in that
situation.

Taken together, our analysis provides an explanation for Kang
and Stulz (2000)’s finding that firms with more bank borrowings
in the late 1980s had more equity losses during the stock market
slump in the early 1990s. According to the model’s predictions,
more bank borrowings during this period indicate higher real risk,
11 Wu et al. (2009) also show that firms with very high growth potential tended to
use more bank loans than public debt. But this occurs when rent extraction is low.
Footnote 3 mentioned an alternative version of rent extraction based on a cum-rent-
interest rate. In Scenario III under this new setting, only when the rent is low, bank
loans are used to finance not only projects with more downside risk but also projects
with best upside potential. The low rent condition is consistent with the argument
that funding competition from new equity helps curb bank rent extraction at high
growth firms that have difficulty issuing bonds but are able to tap cost-effective new
equity (see also Kutsuna et al., 2007). The bottom line is that the downside risk bias
against bank debt exists even when the rent is low and hence is prevalent (the proof is
available on request).
consistent with Kang and Stulz’s claim that their finding is beyond
a pure leverage effect.

What happened to the keiretsu? The legacy of the main bank
relationship was not totally lost during the deregulation process.
To some extent the main bank’s influence remains for keiretsu
firms, but that legacy has largely become a burden. Morck et al.
(2000) find that main banks’ equity holdings have a significant
negative effect on firm value, consistent with the work of Morck
and Nakamura (1999) who argue that bank oversight yields less
effective corporate governance than shareholder oversight (see
also Inoue et al., 2008). In addition, Wu and Xu (2005) find that
the valuation effects of investment and financing decisions during
the 1980s differed significantly between keiretsu and non-keiretsu
firms, reflecting an adverse keiretsu membership effect. The low
average return on investment of keiretsu firms is widely docu-
mented for the deregulation period (Nakatani, 1984; Weinstein
and Yafeh, 1998; Wu et al., 2000).

Financial deregulation has moved Japan toward a more mar-
ket-oriented system but brought unexpected consequences. Dew-
enter and Warther (1998) have shown that stock prices did not
respond to the dividend policies of keiretsu firms in the 1980s.
They interpret this as evidence that the keiretsu firm–bank rela-
tionship mitigates the well-understood market imperfections
which prevail in a market-oriented economy. As a result, the
keiretsu firms’ dividend policies were meant for internal capital
allocation and did not need to be market-oriented. Wu and Xu
(2005) confirm those findings but find that the value information
of the dividend policy became significant in the early 1990s, indi-
cating a fundamental shift of Japanese corporate finance toward
market-oriented practices. This explains why in the 1990s the
keiretsu firms, after an extended period of overinvestment and
main bank relationships being weakened as a result of the dereg-
ulation, were not good candidates to rescue their bad debt-ridden
main banks. It also explains why Japan’s banking system has suf-
fered for so long.
4. Conclusion

Scholars used to praising the merits of the Japanese main bank
system were surprised by the system’s poor performance during
and after financial deregulation. This paper has developed a model
that explains the agency problem at the heart of Japanese main
bank relationships. The model’s main predictions and their impli-
cations can be summarized as follows:
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1. With only bank financing available, a firm that maximizes
shareholder value may underinvest because of main bank rent
extraction. Rent extraction lowers the net payoff for sharehold-
ers and makes less profitable but otherwise acceptable projects
unattractive. This is consistent with the idea of bank holdup.
However, if the main bank is able to control the firm’s
investment decisions, the types of investment inefficiency will
be reversed: Main bank control can mitigate underinvestment
but introduce the possibility of overinvestment. The overinvest-
ment problem will become more severe if the bank’s rent
extraction becomes more aggressive, or if the bank’s equity
holdings in the firm decrease, or both.

2. If a mix of bank debt and new equity is allowed, and the main
bank maintains control by maintaining its share of the firm’s
equity, a bank controlled firm will use only bank debt to finance
projects with better upside potential and limited downside risk.
This enables the main bank to extract proportionally more rent.
For an acceptable project with considerable downside risk, the
bank will prefer that the firm use a mix of debt and new equity
to finance it. The new equity plays a risk-sharing role when the
risk is too big for the main bank to bear alone.

3. Risk sharing using new equity worsens overinvestment. A bank
controlled firm may undertake a negative NPV project with
marginally more downside risk, because fairly-priced new
equity will help share this risk. In other words, as long as the
main bank retains control, opening up the equity markets
works in its favour and tends to aggravate overinvestment to
the detriment of existing shareholders.

4. Main bank controlled overinvestment can, however, be con-
tained by a shortage of loanable funds. Capital shortage raises
the cutoff level for acceptable projects and naturally reduces
overinvestment. The effect of the firm’s using new equity to
relieve the capital shortage is limited, because the main bank
allows new equity only for downside risk sharing. Conversely,
when a main bank has accumulated abundance of loanable
funds, it will press its client firms to overinvest. This explains
why the costs of the main bank system were contained during
Japan’s economic takeoff in the postwar period, and why they
loomed large when loanable funds became more easily avail-
able as national savings accumulated.

5. When a main bank loses control of a firm and the firm becomes
free to choose between bank debt and new equity, the bank’s
loan quality deteriorates, even though its lending policy
remains ex ante rational. The firm, acting in the interests of its
existing shareholders, is more likely to seek bank financing for
projects with greater downside risk, and to seek new equity
investors for projects with better upside potential. A main bank
extracts rent when a project has a positive outcome, so bank
holdup costs will be higher if a firm uses bank debt instead of
equity to finance projects with better upside potential. Financial
deregulation significantly weakened the main banks’ control
over Japanese firms and caused the ex ante rational main banks
to take on more downside risk. This ‘‘equity for growth and
bank debt for downside risk’’ bias made it harder than ever
for main banks to diversify their risks.

6. If the market’s confidence about the quality of projects
improves, the firm’s asymmetric information costs of new
equity decrease (a situation similar to that in late-1980s Japan).
Thus, the increase in the market’s confidence made it even more
likely that the holdup costs of bank financing will be higher
than the asymmetric information costs of external equity for
financing projects with better upside potential. As a result, the
risk profile bias against the main banks will become even stron-
ger during an equity market boom. If an adverse systemic shock
occurs, it is likely to hit the main banks much harder than the
traditional business sector. This helps explain why the main
banks were almost impervious to the oil shocks in the 1970s,
but were much more vulnerable to shocks in the early 1990s.

In summary, this model provides an explanation for the rise and
decline of the Japanese main bank system in the second half of the
20th century. Financial deregulation which coincided with an
equity market boom increased bank risk—making the post-boom
recession much worse. This provides a plausible reason for the ex-
tended crisis in Japan’s economy in the 1990s while allowing for
the benefits from the main bank system in the early postwar per-
iod. These results illustrate the pitfalls of ignoring agency problems
whose interactions with a changing environment during regula-
tory reforms can lead to extreme consequences. The findings
may have relevance for the recent financial crisis in the US.
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Appendix A. Numerical examples

A.1. The investment policy that maximizes the firm’s value

Suppose the (collateral) value of a firm’s initial assets in place is
4 million dollars at t = 0. The firm’s main bank owns 10% of its equi-
ty. So the main bank has an initial stake of 0.4 million dollars. At
t = 1, the firm has an investment opportunity that requires an
investment of 25 million dollars. The returns on the investment
from t = 1 to 2 are (�0.2,0.14) in the bad and good states, respec-
tively. The firm’s manager knows that the probability of the pro-
ject’s realising the good state is 60%. Should she accept this
project? To maximize the firm’s total value, the manager should
implement an investment policy that undertakes all positive NPV
projects. Such a policy can be expressed as ½r�H� where
r�H ¼ �

ð1�qÞrL
q ¼ � 0:4�ð�0:2Þ

0:6 ¼ 0:13. In this example, rH for the new
project is 0.14 which is higher than r�H , so this project should be
accepted.

A.2. The investment policies in Scenario I

The manager has to finance the project by borrowing 25 million
dollars from the main bank. Otherwise, she has to skip the project.
In addition to interest charges, the main bank can extract a propor-
tional rent, m = 20%, from the firm’s payoff in the good state. Sup-
pose ru is non-binding here. Since rL = �0.2 and � A/I = �0.16,
rL < �A/I. Thus, the bank will charge a market interest rate,
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r ¼ �ð1�qÞðAþIrLÞ
qI ¼ �0:4�ð4�25�0:2Þ

0:6�25 ¼ 2:67%. The manager, acting on be-

half of the shareholders, will undertake investment policy ½re
H�

where re
H ¼

ð1�qÞmA
qð1�mÞI �

ð1�qÞrL
q ¼ 0:145. Since rH for the new project is

0.14, re
H > 0:14 and the manager has to forgo the investment.

If the main bank controls the firm and makes the decisions, the
investment policy ½rb

H� where rb
H ¼ �

ð1�aÞð1�qÞmA
½að1�mÞþm�qI �

ð1�qÞrL
q ¼ 0:113 will

be softer. This time, rb
H < 0:14 and the firm will undertake the

investment.

Appendix B. Proofs for propositions

B.1. Proof for Proposition 1

If rL P � A
I , according to (2) and (3), we have

NPVe ¼ q½Aþ ð1�mÞIðrH � rÞ� þ ð1� qÞMaxfAþ IðrL � rÞ;0g � A

¼ q½Aþ ð1�mÞIrH� þ ð1� qÞðAþ IrLÞ � A

¼ qð1�mÞIrH þ ð1� qÞIrL: ð38Þ

NPVe P 0 only if rH P �ð1�qÞrL
qð1�mÞ . Thus, re

H ¼
�ð1�qÞrL
qð1�mÞ , i.e. (6).

If �qru
1�q � A

I 6 rL < � A
I , according to (2) and (4), we have

NPVe ¼ q½Aþ ð1�mÞIðrH � rÞ� þ ð1� qÞMaxfAþ IðrL � rÞ;0g � A

¼ q Aþ ð1�mÞI rH þ
ð1� qÞðAþ IrLÞ

qI


 �
 �
� A

¼ qð1�mÞIrH þ ð1� qÞ½ð1�mÞðAþ IrLÞ � A�: ð39Þ

NPVe P 0 only if rH P ð1�qÞmA
qð1�mÞI �

ð1�qÞrL
q . Thus, re

H ¼
ð1�qÞmA
qð1�mÞI �

ð1�qÞrL
q , i.e.

(7).
If �1 < rL <

�qru
1�q � A

I , according to (2) and (5), we have

NPVe ¼ q½Aþ ð1�mÞIðrH � rÞ� þ ð1� qÞMaxfAþ IðrL � rÞ;0g � A

¼ q½Aþ ð1�mÞI½rH � ru�� � A: ð40Þ

NPVe P 0 only if rH P ð1�qÞA
qð1�mÞI þ ru. Thus, re

H ¼
ð1�qÞA

qð1�mÞI þ ru, i.e. (8). h

B.2. Proof for Proposition 2

If rL P � A
I , according to (3) and (9), we have

NPVb ¼ q½a½Aþ ð1�mÞIðrH � rÞ� þ Ið1þ rÞ þmIðrH � rÞ�
þ ð1� qÞ½aMaxfAþ IðrL � rÞ;0g þMinfIð1þ rÞ;A
þ Ið1þ rLÞg� � ðaAþ IÞ

¼ q½a½Aþ ð1�mÞIrH� þ I þmIrH� þ ð1� qÞ½aðAþ IrLÞ
þ I� � ðaAþ IÞ

¼ qI½að1�mÞ þm�rH þ ð1� qÞIarL: ð41Þ

NPVb P 0 only if rH P � ð1�qÞrL

q 1þm 1�a
að Þ½ �. Thus rb

H ¼ �
ð1�qÞrL

q 1þm 1�a
að Þ½ �, i.e. (10).

If �qru
1�q � A

I 6 rL < � A
I , according to (4) and (9), we have

NPVb ¼ q½a½Aþ ð1�mÞIðrH � rÞ� þ Ið1þ rÞ þmIðrH � rÞ�

þ ð1� qÞ½aMaxfAþ IðrL � rÞ;0g þMinfIð1þ rÞ;A

þ Ið1þ rLÞg� � ðaAþ IÞ

¼ q a Aþ ð1�mÞI rH þ
ð1� qÞðAþ IrLÞ

qI

� 	
 �


þ I 1� ð1� qÞðAþ IrLÞ
qI

� 	
þmI rH þ

ð1� qÞðAþ IrLÞ
qI

� 	�

þ ð1� qÞðAþ IrL þ IÞ � ðaAþ IÞ: ð42Þ

NPVb P 0 only if rH P � ð1�aÞð1�qÞmA
ða�amþmÞqI �

ð1�qÞrL
q . Thus, rb

H ¼
� ð1�aÞð1�qÞmA
½að1�mÞþm�qI �

ð1�qÞrL
q , i.e. (11).
If �1 < rL <
�qru
1�q � A

I , according to (5) and (9)

NPVb ¼ q½a½Aþ ð1�mÞIðrH � rÞ� þ Ið1þ rÞ þmIðrH � rÞ�
þ ð1� qÞ½aMaxfAþ IðrL � rÞ;0g þMinfIð1þ rÞ;A
þ Ið1þ rLÞg� � ðaAþ IÞ

¼ q½a½Aþ ð1�mÞIðrH � ruÞ� þ Ið1þ ruÞ þmIðrH � ruÞ�
þ ð1� qÞðAþ IrL þ IÞ � ðaAþ IÞ: ð43Þ

NPVb P 0 only if rH P � ð1�aÞð1�qÞAþð1�mÞð1�aÞqIruþð1�qÞIrL
ða�amþmÞqI . Thus, rb

H ¼
� ð1�aÞð1�qÞAþð1�mÞð1�aÞqIruþð1�qÞIrL

½að1�mÞþm�qI , i.e. (12). h

B.3. Proof for Proposition 3

If rL P � A
I , according to (13) and (16), we have

NPVb ¼ q½aðAþ Ið1þ rHÞ � Dð1þ rÞ �mDðrH � rÞÞ þ Dð1þ rÞ
þmDðrH � rÞ� þ ð1� qÞ½aMaxfAþ Ið1þ rLÞ � Dð1þ rÞ;0g
þMinfDð1þ rÞ;Aþ Ið1þ rLÞg� � ðaAþ aeþ DÞ
¼ q½aðAþ Ið1þ rHÞ � D�mDrHÞ þ DþmDrH�
þ ð1� qÞ½a½Aþ Ið1þ rLÞ � D� þ D� � ½aAþ aI þ ð1� aÞD�;

ð44Þ

and

dNPVb

dD
¼ �qað1þmrHÞ þ qþ qmrH � ð1� qÞaþ ð1� qÞ � ð1� aÞ

¼ qmrHð1� aÞP 0: ð45Þ

Since NPVb is an increasing function of D which is no larger than I,
D⁄ = I. The investment decision rule thus is the same as in Scenario
I (where D = I by assumption): rb

H ¼ �
ð1�qÞrL

q 1þm 1�a
að Þ½ �, as in (21).

If ð1�qÞD�qDru�ð1�qÞI
ð1�qÞI � A

I 6 rL 6 � A
I , according to (13) and (17), we

have

NPVb ¼ qfaðAþ Ið1þ rHÞ�Dð1þ rÞ�mDðrH � rÞÞþDð1þ rÞ
þmDðrH� rÞgþ ð1�qÞ½Aþ Ið1þ rLÞ�� ½aAþaIþð1�aÞD�

¼ q a Aþ Ið1þ rHÞ�D 1þð1�qÞD�ð1�qÞ½Aþ Ið1þ rLÞ�
qD

� 	��

�mD rH �
ð1�qÞD�ð1�qÞ½Aþ Ið1þ rLÞ�

qD

� 		

þD 1þð1�qÞD�ð1�qÞ½Aþ Ið1þ rLÞ�
qD

� 	

þmD rH �
ð1�qÞD�ð1�qÞ½Aþ Ið1þ rLÞ�

qD

� 	
þð1�qÞ½Aþ Ið1þ rLÞ�� ½aAþaIþð1�aÞD�; ð46Þ

and

dNPVb

dD
¼ qmð1� aÞ rH �

1� q
q

� 	
: ð47Þ

Consider two cases: rH P 1�q
q and rH <

1�q
q .

Case 1: If rH P 1�q
q ; NPVb is an increasing function in D, so D⁄ = I.

Since the NPV of a project (rLrH) is always non-negative
if rH P 1�q

q ; NPVb must always be non-negative as well.

Thus, if rH P 1�q
q there is neither overinvestment nor

underinvestment. Note that for D⁄ = I the condition
ð1�qÞD�qDru�ð1�qÞI

ð1�qÞI � A
I 6 rL 6 � A

I can be simplified as
�qru
1�q � A

I 6 rL 6 � A
I . i.e. (19).

Case 2: If rH <
1�q

q ; NPVb is a decreasing function in D. According
to (17), rL 6

D�A�I
I , or D is no smaller than A + I(1 + rL), so

D⁄ = A + I(1 + rL).
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Thus, for NPVb P 0, we have rb
H ¼ �

að1�qÞIrL
aqIþð1�aÞqm½AþIð1þrLÞ�

.

Given D = A + I(1 + rL), then ð1�qÞD�qDru�ð1�qÞI
ð1�qÞI � A

I ¼
�qruðAþIþIrLÞ
ð1�qÞI

þrL < rL.
In other words, (18) is not permissible and the condition

ð1�qÞD�qDru�ð1�qÞI
ð1�qÞI � A

I 6 rL 6 � A
I can be written as �1 6 rL 6 � A

I .

Thus, if rH <
1�q

q and �1 6 rL 6 � A
I , then rb

H ¼ �
að1�qÞIrL

aqIþð1�aÞqm½AþIð1þrLÞ�
.

With the two cases taken together, also noting that
� að1�qÞIrL

aqIþð1�aÞqm½AþIð1þrLÞ�
6

1�q
q , the decision rule of the second case auto-

matically covers the first case.
Thus, if �1 6 rL 6 � A

I , then rb
H ¼ �

að1�qÞIrL
aqIþð1�aÞqm½AþIð1þrLÞ�

, i.e. (22).

It is worth mentioning here that in Proposition 3, ru does not ap-
pear in the investment policy (21) and (22). ru affects NPVb and the
financing strategy in (19) but not the investment decisions. If the
bank uses a mix of debt and equity in financing, then r = 0, by set-
ting D = A + I(1 + rL) in (17). Note that the condition of (18) is not
permissible. The situation for r > 0 to hit ru occurs if the firm uses
full debt in financing (i.e., D = I). But we know there is no impact
on the investment policy because, based on the proof in the first
case where D = I when rH P 1�q

q ; NPVb in (46) is always non-nega-
tive and there is neither overinvestment nor underinvestment. h
B.4. Proof for Proposition 4

If the project is financed by bank debt, the holdup cost is
qmI(rH � r).

If rL P � A
I , then r = 0. Thus, CBank = qmI(rH � r) = qmIrH, i.e. (25).

If rL < � A
I , then r ¼ ð1�qÞI�ð1�qÞ½AþIð1þrLÞ�

qI . Thus,

CBank ¼ qmIðrH � rÞ
¼ qmI rH � ð1�qÞI�ð1�qÞ½AþIð1þrLÞ�

qI

� �
¼ qmIrH � ð1� qÞmI þ ð1� qÞmðAþ I þ IrLÞ
¼ qmIrH þ ð1� qÞmðAþ IrLÞ;

i.e. (26).
If the project is financed with new equity, new investors require

a payoff of b{A + I[1 + qrH + (1 � q)rL]}. The cost of using new equity
Appendix C. Data for plots in Fig. 4

A = 4, I = 25, q = 0.6 rL 0.0 �0.1 �0.2 �0.

m = 0.2 qL = 0.3 rH 0.000 0.710 1.056

E[q]
0.430 0.450 0.450

qL = 0.4 rH 0.000 0.216 0.446 0.71

E[q]
0.573 0.500 0.500 0.50

qL = 0.5 rH 0.000 0.067 0.155 0.30

E[q]
0.716 0.550 0.550 0.55

qL = 0.4 m = 0.15 rH 0.000 0.472 0.775 1.08

E[q]
0.507 0.352 0.500 0.50

m = 0.2 rH 0.000 0.216 0.446 0.71

E[q]
0.573 0.500 0.500 0.50

m = 0.3 rH 0.000 0.092 0.230 0.42

E[q]
0.858 0.500 0.500 0.50
for the firm is thus CEquity = b{A + I[1 + qrH + (1 � q)rL]} � I, i.e.
(27). h
B.5. Proof for Proposition 5

If rL P � A
I , given b{A + I + I[qrH + (1 � q)rL]} � I < mqIrH and

b ¼ I
AþIþI½E½q�rHþð1�E½q�ÞrL �

, we have

q < I�bA�bI�bIrL
bIrH�bIrL�mIrH

¼ I2 E½q�rHþð1�E½q�ÞrL�rL½ �
I2 rH�rL�mrH�mrHðE½q�rHþð1�E½q�ÞrLÞ½ ��mAIrH

¼ E½q�IðrH�rLÞ
IðrH�rLÞ�m AþIþI½E½q�rHþð1�E½q�ÞrL �f grH

;

i.e. (31).
If rL < � A

I , given b{A + I + I[qrH + (1 � q)rL]} � I < mqIrH

+ m(1 � q)(A + IrL) and b ¼ I
AþIþI E½q�rHþð1�E½q�ÞrL½ �, we have

q < IþmðAþIrLÞ�bA�bI�bIrL
bIrH�bIrL�mIrHþmðAþIrLÞ

¼ I2 E½q�rHþð1�E½q�ÞrL�rL½ �þmðAþIrLÞ AþIþI½E½q�rHþð1�E½q�ÞrL �f g
I2 rH�rL�mrH�mrH E½q�rHþð1�E½q�ÞrLð Þ½ ��mAIrHþmðAþIrLÞ AþIþI½E½q�rHþð1�E½q�ÞrL �f g

¼ E½q�I2ðrH�rLÞþmðAþIrLÞ AþIþI½E½q�rHþð1�E½q�ÞrL �f g
I2ðrH�rLÞþm AþIþI½E½q�rHþð1�E½q�ÞrL �f gðAþIrL�IrHÞ

;

i.e. (32).
Given that q is uniformly distributed in [ql,qu], the outside equi-

ty investors’ expected payoff will be:

EðpayoffÞ ¼
Z qu

ql

1
qu � ql

bfAþ I þ I½qrH þ ð1� qÞrL�gdq

¼
Z qu

ql

1
qu � ql

fAþ I þ I½qrH þ ð1� qÞrL�g

� I
Aþ I þ I½E½q�rH þ ð1� E½q�ÞrL�

dq:

A fair market price under risk neutrality makes the investors’ ex-
pected earnings exactly equal to their initial investment I. Thus,
E = I. Solving, E½q� ¼ qlþqu

2 , i.e. (33). h
3 �0.4 �0.5 �0.6 �0.7 �0.8 �0.9

0 0.941 1.153
0 0.500 0.500

5 0.448 0.587 0.721 0.853 0.980 1.106
0 0.550 0.550 0.550 0.550 0.550 0.550

4
0

0 0.941 1.153
0 0.500 0.500

2 0.601 0.772 0.936 1.095
0 0.500 0.500 0.500 0.500
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