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1. Let A be the following symmetric matrix,

A =


0 3 1

3 0 1

1 1 0

 .

Find a lower triangular matrix L and tridiagonal matrix T , such that A = LTLT .

2. Find the QR factorization of the following matrix

A =


0 1 0

1 −a a

0 a −a

 ,

where a is a constant.

3. For the matrix

T =


ε 1 0

1 0 ε

0 ε 0

 ,

carry out one iteration of the QR method (for symmetric matrix eigenvalue prob-

lem) with Wilkinson’s shift.

4. Let T be the following symmetric tridiagonal matrix

T =


a1 b1

b1 a2
. . .

. . . . . . bn−1

bn−1 an

 .

To calculate its determinant, we use the recurrence formula

∆j = aj∆j−1 − b2
j−1∆j−2

where ∆j is the determinant of T (1 : j, 1 : j), i.e., the j × j matrix obtained from

T by keeping the first j rows and the first j columns. Show that this leads to a

backward stable algorithm for calculating det(T ).

5. Let A be a real, symmetric, non-singular m ×m matrix, and A = QR be the QR

factorization of A. Let z be the solution of Az = (0, ..., 0, 1)T . Show that

qm = ± z

||z||2
where qm is the last column of Q.
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6. Let A be a real symmetric matrix, λ1, λ2 be two of its eigenvalues and ~v1, ~v2 be the

corresponding unit eigenvectors. The Lanczos method is used for the tridiagonal

reduction

A [q1, q2, ...] = [q1, q2, ...]


α1 β1

β1 α2
. . .

. . . . . .


with the initial vector q1 = a~v1 + b~v2 (where a2 + b2 = 1). Find the formulas for

α1, β1 and α2 in terms of λ1, λ2, a and b. Show that the eigenvalues of the 2 × 2

matrix

(
α1 β1

β1 α2

)
are λ1 and λ2.

– END –


