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Abstract. For scattering problems of time-harmonic waves, the boundary integral equation5
(BIE) methods are highly competitive, since they are formulated on lower-dimension boundaries or6
interfaces and can automatically satisfy outgoing radiation conditions. For scattering problems in a7
layered medium, standard BIE methods based on the Green’s function of the background medium8
need to evaluate the expensive Sommerfeld integrals. Alternative BIE methods based on the free-9
space Green’s function give rise to integral equations on unbounded interfaces which are not easy to10
truncate, since the wave fields on these interfaces decay very slowly. We develop a BIE method based11
on the perfectly matched layer (PML) technique. The PMLs are widely used to suppress outgoing12
waves in numerical methods that directly discretize the physical space. Our PML-based BIE method13
uses the PML-transformed free-space Green’s function to define the boundary integral operators.14
The method is efficient, since the PML-transformed free-space Green’s function is easy to evaluate15
and the PMLs are very effective in truncating the unbounded interfaces. Numerical examples are16
presented to validate our method and demonstrate its accuracy.17

1. Introduction. Scattering problems for sound, electromagnetic and elastic18

waves in layered media are highly relevant for practical applications [11]. Numeri-19

cal methods that directly discretize the physical domain, such as the finite element20

method (FEM) [26], are versatile and widely used, but they become too expensive21

when the scatterer is large compared with the wavelength. The boundary integral22

equation (BIE) methods [13] are applicable to structures with piecewise constant23

material parameters. These methods take care of the outgoing radiation condition24

automatically and reduce the dimension by one, since the integral equations are for-25

mulated on material interfaces or boundaries of obstacles. For many problems, BIE26

methods can outperform FEM and other domain-discretization methods, and deliver27

highly accurate solutions with relatively reasonable computing efforts.28

For scattering problems in a layered medium, the common BIE methods are based29

on the Green’s function of the layered background medium [32, 34, 39], so that the30

integral equations are formulated on strictly local interfaces or boundaries. However,31

it is well known that this approach is bottlenecked by the evaluation of Sommerfeld32

integrals arising from the layered-medium Green’s function and its derivatives. Over33

the past decades, many methods such as high-frequency asymptotics, rational approx-34

imations, contour deformations [7, 8, 29, 30, 31], complex images [28, 36, 37], and the35

steepest descent method [14, 15], have been developed to speed up the computation36

of Sommerfeld integrals. A detailed discussion on computational cost for evaluating37

the Sommerfeld integrals can be found in [6].38

An alternative approach is to use the free-space Green’s function, but then the39
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integral equations must also be formulated on the unbounded interfaces separating40

different layers of the background medium. Various types of compactly supported41

functions can be used to truncate the unbounded interfaces and to suppress the ar-42

tificial reflections from the edges of the truncated sections. Existing methods in43

this category include the approximate truncation method [24, 33], the taper function44

method [40, 35, 25], and the windowing function method [4, 27, 5, 20]. In particu-45

lar, the windowing function method [5] can largely eliminate the artificial reflections,46

since the errors decrease super-algebraically as the window size is increased. Similar47

good performance can be observed in [20] that combines windowed layer potentials (in48

physical space) with a Sommerfeld-type correction (in Fourier space) for scattering49

problems where the obstacles are close to or even cut through the interfaces of the50

background layered medium.51

In this paper, we develop a BIE method based on perfectly matched layers (PMLs)52

for two-dimensional (2D) scattering problems in layered media. The PML technique53

is widely used for domain truncations in wave propagation problems [3, 12]. It can be54

regarded as a complex coordinate stretching that replaces real independent variables55

in the original governing equation by complex independent variables, so that the out-56

going waves are damped as they propagate into the PML region. Similar to those BIE57

methods based on the free-space Green’s function, our BIE method avoids evaluating58

expensive Sommerfeld integrals by formulating integral equations along the interfaces59

of the background layered medium. But instead of the free-space Green’s function,60

we use the PML-transformed free-space Green’s function, so that the truncation of61

the interfaces follows automatically from the truncation of PMLs. Notice that the62

PML-transformed free-space Green’s function can be simply obtained by extending63

the argument of the usual Green’s function to complex space following the definition64

of the complex square root function.65

We implement our PML-based BIE method for 2D scattering problems involving66

two homogeneous media separated by a single interface. The interface is flat except67

in a finite section which is referred to as the local perturbation. Additional obstacles68

are also allowed in the homogeneous media. Two common types of incident waves69

are considered: a plane incident wave and a cylindrical wave due to a point source.70

The integral equations are established for a scattered wave satisfying the following71

radiation condition at infinity: the scattered wave consists of outgoing plane waves and72

evanescent waves [17, 9, 2]. The scattered wave is defined as the difference between73

the total wave field and a reference wave field obtained from the same incident wave74

for the layered background medium (without the local perturbation of the interface75

and the obstacles).76

BIE methods for scattering problems use many different formulations. Some of77

these formulations are more appropriate for large (i.e. high-frequency) problems, since78

they give rise to linear systems with better condition numbers which are amenable79

to iterative methods. Since our purpose is to demonstrate the effectiveness of PML-80

based BIEs for truncating unbounded interfaces, we adopt a BIE formulation that81

comes from the Green’s representation theorem directly. In addition, we calculate the82

so-called Neumann-to-Dirichlet (NtD) map (mapping Neumann data to Dirichlet data83

on the boundary) for each subdomain with constant material parameters, so that the84

final linear system on interfaces or boundaries of the obstacles can be written down85

in a very simple form.86

To numerically approximate the integral equations, we utilize a graded mesh87

technique [13], a high-order quadrature rule by Alpert [1], and a novel stabilizing88

technique. Numerical results indicate that our method is highly accurate and the89
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truncation of the unbounded interfaces by PML is effective. Typically, for a PML90

with a thickness of one wavelength and discretized in the same way as discretizing91

physical space, about seven significant digits can be obtained. Numerical results92

incidate that if the error is dominated by the truncation of the domain, it decays93

exponentially when the strength of the PML is increased.94

The rest of this paper is organized as follows. In sections 2 and 3, we present95

our PML-based BIE formulation for solving scattering problems in a layered me-96

dia. Numerical schemes for discretizing the integral equations are given in section 4.97

Numerical examples are presented in section 5 to illustrate the performance of our98

method, and we conclude the paper in section 6.99

2. Problem formulation. We focus on layered-medium scattering problems100

in two dimensions. As shown in Figure 1, the layered medium is x3-invariant and

Fig. 1: Profile of a 2D layered medium.

101

consists of two homogeneous Lipschitz domains Ω1 and Ω2 with constant refractive102

index n1 and n2, respectively. The interface Γ on x2 = 0, separates Ω1 and Ω2 and103

contains a local perturbation curve P . Throughout this paper, we assume that the104

Lipschitz boundary Γ is piecewise analytic and contains a finite number of corners.105

Here, (x1, x2, x3) denotes the standard Cartesian coordinate system.106

Let uinc be an incident wave from the upper medium Ω1. The total wave field107

utot, representing the x3-component of the electric field in the TE polarization or the108

x3-component of the magnetic field in the TM polarization, solves109

∆utot + k2
0n

2
ju
tot = 0, in Ωj ,(1)110

[utot] = 0,

[
ηj∂u

tot

∂ν

]
= 0, on Γ,(2)111

112

where k0 = 2π
λ is the free-space wavenumber, λ is the wavelength, ν denotes the unit113

normal vector along Γ pointing toward Ω2, [f ] denotes the jump of the quantity f114

across Γ, ηj = 1 in the TE polarization and ηj = 1
n2
j

in the TM polarization.115

In this paper, we consider two cases of incident waves: a plane wave and a cylin-116

drical wave due to a source at x∗ = (x∗1, x
∗
2) ∈ Ω1. In the latter case, equation (1)117
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should be replaced by118

(3) ∆utot + k2
0n

2
ju
tot = −δ(x, x∗), in Ωj ,119

so that utot represents the layered-medium Green’s function excited by the source at120

x∗. Our scattering problem is to solve (1) and (2) for utot, subject to the following121

radiation condition at infinity: utot is the sum of a known reference wave field utot0 ,122

and a scattered wave field us := utot − utot0 that consists of outgoing plane waves123

and evanescent plane waves both above and below Γ; see the angular spectrum rep-124

resentation [17] and see also the equivalent upward propagating radiation condition125

[9, 2].126

For the case of plane incident waves, suppose uinc = eik0n1(x1 cosα−x2 sinα), where127

α ∈ (0, π) denotes the angle between the wave direction and the positive x1-axis.128

The reference wave field utot0 is the solution to the scattering problem with the flat129

interface x2 = 0 and with the same incident wave uinc. It is easy to get that130

(4) utot0 =

{
eik0n1(x1 cosα−x2 sinα) +Reik0n1(x1 cosα+x2 sinα), in Ω1,

(R+ 1)eik0n1x1 cosα−ik∗x2 , in Ω2,
131

where132

k∗ = k0

√
n2

2 − n2
1 cos2 α,133

R =
2

1 + k∗η
k0n1 sinα

− 1,134

135

and η = η1/η2; when n2 ≤ |n1 cosα|, we set k∗ = ik0

√
n2

1 cos2 α− n2
2. On the other136

hand, if the incident wave is uinc = i
4H

(1)
0 (k0n1|x − x∗|), a cylindrical wave excited137

by x∗ ∈ Ω1, then138

(5) utot0 =

{
uinc, in Ω1,
0, in Ω2.

139

Instead of directly computing utot, we choose to compute the scattered wave field us,140

which satisfies the following transmission condition141

us1|Γ − us2|Γ = −[utot0 ],(6)142

η1
∂us1
∂ν

∣∣∣∣
Γ

− η2
∂us2
∂ν

∣∣∣∣
Γ

= −
[
ηj
∂utot0

∂ν

]
,(7)143

144

where usj denotes us in Ωj for j = 1, 2. Note that outside the perturbation curve P ,145

[utot0 ] and [ηj∂νu
tot
0 ] become zero for plane waves, but they are nonzero for cylindrical146

waves.147

In a typical BIE formulation, computing us in the x1x2-plane can be reduced to148

computing usj and ∂νu
s
j on the interface Γ only. To solve the governing equations (6)149

and (7), we require further relations between usj and ∂νu
s
j for j = 1, 2. Suppose under150

certain regularity condition, the Neumann-to-Dirichlet (NtD) map Nj , mapping ∂νu
s
j151

to usj on the interface Γ, exists, then, (6) and (7) become152

(8)

[
N1 −N2

η1I −η2I

] [
∂νu

s
1|Γ

∂νu
s
2|Γ

]
=

[
−[utot0 ]

− [ηj∂νu
tot
0 ]

]
,153

where I denotes the identity operator. If the operator matrix on the left-hand side154

of (8) is invertible, we obtain ∂νu
s
j |Γ and then usj |Γ = N j

s ∂νu
s
j |Γ.155

In the following, we present a PML-based BIE formulation to solve the problem156

(8) after a truncation of Γ.157
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3. NtD map on interface of a PML truncation. Without loss of generality,158

we consider only the upper homogeneous domain Ω1, and we will suppress the sub-159

script 1 indexing the domain Ω1 so that we use Ω, us, and n to denote Ω1, us1, and160

n1, respectively.161

3.1. Direct truncation. As shown in Figure 2(a), we place a box bounded

(a)

BA
!AB

!+

!!

8

P

PL
PR

+b

3

(b)

PML

Fig. 2: Two truncation approaches: (a) direct truncation; (b) PML truncation.

162
by Γ+ ∪ Γ− to enclose P and to truncate the x1x2-plane. Then, the interface Γ is163

truncated to ΓAB = APL ∪ P ∪ PRB, while Ω is truncated to a bounded domain164

Ωb with the boundary Γb = ΓAB ∪ Γ+. Existing integral operator theories give the165

following proposition.166

Proposition 1. In the bounded Lipschitz domain Ωb, we have:167

(a) Let g ∈ H−1/2+δ(Γb) for 0 < δ < 1/2. If us ∈ H1+δ(Ωb)( ⊂ C0,δ(Ωb), a Hölder168

continuous function of order δ) solves169

(9)

{
∆us + k2

0n
2us = 0, in Ωb,

∂νu
s = g, on Γb,

170

where ν denotes the exterior unit normal vector, we have the following representation171

formula172

(10) us(x) =

∫
Γb

{G(x, y)∂νu
s(y)− ∂νG(x, y)us(y)}ds(y),173

for x ∈ Ωb, where G(x, y) = i
4H

(1)
0 (k0n|x−y|) is the Green’s function of the Helmholtz174

equation in (9). As x approaches Γb, (10) becomes175

(11) (K + I)(us)(x) = S(∂νu
s)(x),176

for a.e. x ∈ Γb, where the boundary integral operators K and S are defined as177

S(φ)(x) = 2

∫
Γb

G(x, y)φ(y)ds(y),(12)178

K(φ)(x) = 2−
∫

Γb

∂νG(x, y)φ(y)ds(y),(13)179
180

and −
∫

denotes the Cauchy principal integral.181

(b) The operator K + I: H1/2+δ(Γb)→ H1/2+δ(Γb) is Fredholm of index zero.182

5
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Proof. (a). Equation (10) follows from Theorem 7.7 in [23, P. 229]. Equation183

(11) follows from the jumping conditions in equation (7.5) in [23, P. 218].184

(b). We now consider the operator185

K + I = K −K0 +K0 + I,186

where we define187

(14) K0(φ)(x) = 2−
∫

Γb

∂νG0(x, y)φ(y)ds(y),188

and G0(x, y) = 1
2π log |x − y| is the Green’s function of Laplace operator −∆. Since189

K−K0 is compact from H0(Γb) to H1(Γb) [16, Th 4.3], we see from Theorem 3.27 in190

[23, P. 87] that K−K0 is compact from H1/2+δ(Γb) to H1/2+δ(Γb). Consequently, (b)191

follows from the fact that K0 + I : H1/2+δ(Γb) → H1/2+δ(Γb) is Fredholm of index192

zero [16, Th 4.4].193

According to Proposition 1, if k2
0n

2 is not an eigenvalue of problem (9) with g ≡ 0194

on Γb, then K + I : H1/2+δ(Γb) → H1/2+δ(Γb) is invertible so that the NtD map195

N = (K+ I)−1S mapping from Neumann data ∂νu ∈ H−1/2+δ(Γb) to Dirichlet data196

u ∈ H1/2+δ(Γb) exists.197

According to [19, Eq. (6.50)], equation (11) does not hold at the finite number of198

corners of Γb and should be modified to199

(15) K(us)(x) +
θ(x)

π
us(x) = S(∂νu

s)(x),200

so that it holds for all x ∈ Γb. Here, θ(x) is defined as the interior angle between the201

left and right tangents of x on Γb that is inside Ωb; see θ(PR) in Figure 2. Moreover,202

if we set φ ≡ 1 in equation (6.50) in [19], we obtain203

(16) K0(1)(x) = −θ(x)

π
,204

for all x ∈ Γb. Hence, equation (15) can be rewritten as205

(17) [K −K0(1)](us) = S(∂νu
s),206

on Γb. In practice, as suggested in [18, P.158] and in [13, Sec. 3.5], K0(1) must be207

numerically evaluated based on the same discretization as for K; directly using its208

exact value (16) causes pronounced numerical errors in the vicinity of corners which209

was verified in [22, Sec 6]. Consequently, we prefer defining the NtD map N as210

N = [K −K0(1)]−1S.211

To truncate N onto ΓAB only, a significant question arises: what boundary condi-212

tions should we impose on Γ+? One may directly specify that us ≈ 0 and ∂νu
s ≈ 0 on213

Γ+, but this induces a large truncation error as illustrated in [17, Sec IV]. Certainly,214

we may place Γ+ farther away from P to reduce the truncation error but this increases215

the computational burden. To maintain computational efficiency and to reduce the216

truncation error, we design a PML to make us and ∂νu
s decay more rapidly, as will217

be presented below.218

3.2. PML truncation. We introduce the complex coordinate stretching func-219

tion x̃(x) = (x̃1(x1), x̃2(x2)) by defining220

x̃l(xl) = xl + i

∫ xl

0

σl(t)dt,(18)221

6
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222

for l = 1, 2, where we take223

σl(t) = σl(−t), σl = 0 for |t| ≤ al, andσl(t) > 0 for |t| > al,(19)224225

and a1, a2 > 0 are such that [−a1, a1] × [−a2, a2] encloses the perturbation curve P .226

Domains with nonzero σl are called the perfectly matched layer (PML) [3, 12]; see the227

shaded region shown in Figure 2 (b). Then, we choose [−a1 − T, a1 + T ] × [−a2 −228

T, a2 +T ] as the box in the previous section to truncate the x1x2-plane, where T > 0229

denotes the thickness of the PML in Ωb.230

In principle, σl can be any positive function in the PML region for |t| > al, e.g., a231

constant function used in [10]. However, discontinuities of σj lead to artificial corners232

on ΓAB which are not preferred in our BIE formulation, since otherwise the mesh233

points to be constructed on ΓAB will partly cluster at |t| = al, which brings in an234

unnecessary risk of numerical instability as will be illustrated in section 4.2. Thus,235

we enforce σj being sufficiently smooth in the domain Ωb. Taking σ1 as an example,236

its derivatives should vanish at C and D up to a desired order; here, we make use237

of a scaling function, similar to the function w in [13, Eq. (3.104)], to define σ1.238

Specifically, we take239

(20) σ1(x1) =


2Sfp

1

fp
1 +fp

2
, a1 ≤ x1 ≤ a1 + T,

S, x1 > a1 + T,
σ1(−x1), x1 ≤ −a1,

240

where p is a positive integer,241

f1 =

(
1

2
− 1

p

)
x̄3

1 +
x̄1

p
+

1

2
, f2 = 1− f1, x̄1 =

x1 − (a1 + T )

T
,242

and S > 0 determines the magnitude of σ1 so that it can be used to adjust the PML243

strength for absorbing a scattered wave [12]. It is not hard to show that σ1 maps244

[a1, a1 +T ] onto [0, S], and its derivatives vanish at x1 = ±a1 up to order p. Figure 3245

displays the graph of σ1(x1) used in Example 1 of section 5, where we set a1 = T = 1,246

S = 2 and p = 6. One similarly defines σ2.

-3 -2 -1 0 1 2 3

x1

-2

-1

0

1

2

<
1

PML PML

A B

C D

Fig. 3: A typical profile of σ1.

247
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Using the Green’s representation formula (10), we can analytically continue us in248

the domain Ω̃b = {x̃(x)|x ∈ Ωb} by defining, for x̃ ∈ Ω̃b,249

us(x̃) =

∫
Γb

{G(x̃, y)∂νu
s(y)− ∂νG(x̃, y)us(y)}dy.(21)250

251

According to [21, Lem. 2.3], us(x̃) satisfies252

(22) ∆̃us(x̃) + k2
0n

2us(x̃) = 0,253

in Ω̃b, where ∆̃ = ∂2
x̃1

+ ∂2
x̃2

. Defining the complexified function ũs(x) = us(x̃) on Ωb,254

we see that equation (22) can be rewritten by the chain rule as255

(23) ∇ · (A∇ũs) + k2
0n

2Jũs = 0,256

where α1(x1) = 1 + iσ1(x1), α2(x2) = 1 + iσ2(x2), A = diag{α2/α1, α1/α2}, and257

J(x) = α1(x1)α2(x2).258

As shown in [21, Th 2.8], the fundamental solution to (23), which we call the259

PML-transformed free-space Green’s function, is260

(24) G̃(x, y) = G(x̃, ỹ) =
i

4
H

(1)
0 (k0nρ(x̃, ỹ)),261

where the complexified distance function ρ is defined to be262

(25) ρ(x̃, ỹ) = [(x̃1 − ỹ1)2 + (x̃2 − ỹ2)2]1/2,263

and the half-power operator z1/2 is chosen to be the branch of
√
z with nonnegative264

real part for z ∈ C\(−∞, 0]. Then, we have the following proposition.265

Proposition 2. Let g ∈ H−1/2+δ(Γb) for 0 < δ < 1/2. If ũs ∈ H1+δ(Ωb) solves266

(26)

{
∇ · (A∇ũs) + k2

0n
2Jũs = 0, in Ωb,

∂νc ũ
s = g, on Γb,

267

where νc = ATν and ∂νc
= νc · ∇, the trace ũs|Γb ∈ H1/2+δ(Γb) and ∂νc

us|Γb ∈268

H−1/2+δ(Γb) then satisfy the integral representation269

ũs(x) =

∫
Γb

{G̃(x, y)∂νc ũ
s(y)− ∂νcG̃(x, y)ũs(y)}ds(y),(27)270

271

for all x ∈ Ωb. Moreover, as x approaches Γb,272

(K̃ + I)(ũs)(x) = S̃(∂νc
ũs)(x),(28)273274

for a.e. x ∈ Γb. Here, the integral operators S̃ and K̃ are defined by (12) and (13)275

with G replaced by G̃ and ν replaced by νc, respectively.276

Proof. The proof is the same as Proposition 1(a) since the complexified Helmholtz277

equation in (26) is still strongly elliptic.278

Like equation (11), equation (28) should also be modified at corners. In fact, we279

have280

K̃(ũs)(x)− K̃0(1)ũs(x) = S̃(∂νc ũ
s)(x),(29)281282
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for all x ∈ Γb, where K̃0 is defined as K̃ but with G̃(x, y) replaced by283

(30) G̃0(x, y) = − 1

2π
log ρ(x̃, ỹ),284

which is the Green’s function of the complexified Laplace equation285

(31) ∇ · (A∇ũ0(x)) = 0.286

The derivation is as follows. Setting k0 = 0 and ũs = 1 in (27) so that G̃ is replaced287

by G̃0, we obtain288

(32) 1 =

∫
Γb

{−∂νc
G̃0(x, y)}ds(y).289

Then, (27)−ũs(x)×(32) gives290 ∫
Γb

∂νc
(G̃− G̃0)(x, y)ũs(y)ds(y) +

∫
Γb

∂νc
G̃0(x, y)(ũs(y)− ũs(x))ds(y)291

=

∫
Γb

G̃(x, y)∂νc
ũs(y)ds(y).(33)292

293

Consequently, equation (29) follows from the fact that both294

∂νc
(G̃− G̃0)(x, y) and ∂νc

G̃0(x, y)(ũs(y)− ũs(x))295

are weakly singular. As for K̃0(1), we have exactly the same formula as (16) due to296

the following proposition.297

Proposition 3. For any x ∈ Γb, we have298

K̃0(1)(x) = −θ(x)

π
.(34)299

300

301

Proof. At first, using the Green’s identity, we easily see that302

(35) K̃0(1)(x) = lim
r→0+

2

∫
∂B(x,r)∩Ωb

∂νcG0(x, y)ds(y),303

where ∂B(x, r) is a circle of radius r centered at x, and here the unit normal vector304

ν points toward Ωb.305

For a sufficiently small r, one can parameterize ∂B(x, r) ∩ Ωb by y = x +306

r(cos t, sin t) for t ∈ [θ1, θ2] so that the interior angle θ = θ2− θ1. Thus, equation (35)307

becomes308

(36) K̃0(1)(x) = − 1

π
lim
y→0+

∫ θ2

θ1

(ỹ1 − x̃1)ỹ′2 − ỹ′1(ỹ2 − x̃2)

|x̃− ỹ|2
dt.309

By (18), we have310

ỹj − x̃j =

∫ yj

xj

αj(s)ds =

∫ xj+r cos t

xj

αj(s)ds = αj(xj)r cos t+O(r2),(37)311

312
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for j = 1, 2. Thus,313

K̃0(1)(x) = − 1

π
lim
r→0+

∫ θ2

θ1

α1(x1)α2(x2)r2 +O(r3)

α2
1(x1)r2 cos2 t+ α2

2(x2)r2 sin2 t+O(r3)
dt314

= − 1

π

∫ θ2

θ1

α1(x1)α2(x2)

α2
1(x1) cos2 t+ α2

2(x2) sin2 t
dt315

= − 1

π

∫ θ2

θ1

d(arctan(α2/α1 tan t)).(38)316

317

If x is outside the PML so that α1(x) = α2(x) = 1, then318

K̃0(1)(x) = −θ2 − θ1

π
= − θ

π
.319

When x is inside the PML, one can easily verify (34) on each part of Γb. For example,320

if x is a smooth point of ΓAB , one sets θ1 = 0 and θ2 = π so that θ = π. Thus,321

K̃0(1)(x) = − 1

π

(∫ π/2

0

+

∫ π

π/2

d(arctan (α2/α1 tan t))

)
= −π

π
.(39)322

323

If x is at the vertex A, then one sets θ1 = 0 and θ2 = π
2 so that we obtain K̃0(1)(A) =324

−π/2π , etc.325

In practice, through the use of equation (29), we define the PML-transformed326

NtD map as Ñ = (K̃ − K̃0(1))−1S̃, which maps ∂νc
ũs to ũs on Γb; the invertibility of327

K̃−K̃0(1) is under investigation. Analogous to K0(1), we need to numerically evaluate328

K̃0(1).329

3.3. Truncation of Ñ onto ΓAB. According to the radiation condition, us is a330

superposition of outgoing plane waves and evanescent waves, but any outgoing plane331

wave becomes evanescent in the PML so that ũs in the PML becomes a superposition332

of evanescent waves only. Thus, we expect that ũs and ∂νc
ũs decay to zero more333

rapidly than us and ∂νu
s so that it is more accurate to approximate ũs ≈ 0 and334

∂νc ũ
s ≈ 0 on Γ+. Therefore, operators K̃ and S̃ in (28) can be truncated onto the335

truncated interface ΓAB only; in other words,336

K̃AB(ũs)(x)− K̃0(1)(x)ũs(x) ≈ S̃AB(∂νc
ũs)(x),(40)337338

for x ∈ ΓAB , where the definition of S̃AB is the same as S̃ but with the integral339

domain replaced by ΓAB , etc.340

As for K̃0(1), we need to remove the integration domain Γ+ so that only ΓAB is341

involved. According to [22, Sec 8], one easily verifies that if x is neither A nor B,342

K̃0(1)(x) = K0(1)(x) = −∠AxB/π +K0,AB(1)(x),(41)343344

where ∠AxB denotes the angle between and above the two segments Ax and xB (see345

Fig. 2(b)), and K0,AB is defined by (14) but with the integration domain replaced by346

ΓAB ; otherwise, we simply set K̃0(1)(x) = −1. Therefore, equation (40) becomes347

(42) K̃AB(ũs)(x) + (∠AxB/π −K0,AB(1)(x)) ũs(x) ≈ S̃AB(∂νc
ũs)(x).348

Consequently, numerically discretizing the involved integral operators in (42) approx-349

imates the PML-transformed NtD map Ñ on ΓAB .350
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4. Numerical implementation. In this section, we consider the discretization351

of the integral operators K̃AB , S̃AB , and K0,AB on ΓAB . Suppose the piecewise352

smooth curve ΓAB is parameterized by x(s) = {(x1(s), x2(s))|0 ≤ s ≤ L}, where s353

is the arclength parameter. Since corners may exist, ũs can have corner singularities354

in its derivatives at corners. To treat the corner singularities of ũs, we follow [13,355

Sec. 3.5], constructing a graded mesh on ΓAB through the use of a scaling function356

s = w(t), 0 ≤ t ≤ 1 so that integrands in (42) vanish at corners up to a certain order.357

For a smooth segment of ΓAB corresponding to s ∈ [s0, s1] and t ∈ [t0, t1] such that358

sl = w(tl) for l = 0, 1, where s0 and s1 correspond to two corners, we take [13, Eq.359

(3.104)]360

(43) s = w(t) =
s0wp1 + s1wp2
wp1 + wp2

, t ∈ [t0, t1],361

where we recall that p is used in (20) to define σ1, and362

w1 =

(
1

2
− 1

p

)
ξ3 +

ξ

p
+

1

2
, w2 = 1− w1, ξ =

2t− (t0 + t1)

t1 − t0
.363

One easily verifies that the derivatives of w(t) vanish at the corners up to order p.364

Assume that t ∈ [0, 1] is uniformly sampled by an even number, denoted by N , of grid365

points {tj = jh}Nj=1 with grid size h = 1/N , and that the grid points contain those366

corner points. The scaling function s = w(t) creates a graded mesh on ΓAB such that367

roughly one half of grid points cluster around the corners whereas the other half are368

nearly equally distributed [13, Sec. 3.5].369

To simplify the notations, we use x(t) to denote x(w(t)), and x′(t) to denote370
dx
ds (w(t))w′(t) in the following.371

4.1. Approximating Ñ on ΓAB. According to the definitions, operators S̃AB372

and K̃AB at x = x(tl), l = 1, · · · , N can be parameterized by373

S̃AB(∂νc
ũs)(x(tl)) =

∫ 1

0

S̃(tl, t)φ(t)dt(44)374

K̃AB(ũs)(x(tl)) =

∫ 1

0

K̃(tl, t)ũ
s(x(t))dt,(45)375

376

where φ(t) = ∂νc
ũs(x(t))|x′(t)|, dist(tl, t) = ρ(x(tl), x(t)), κ(tl, t) = x̃′2(t)(x̃1(t) −377

x̃1(tl))− x̃′1(t)(x̃2(t)− x̃2(tl)), and378

S̃(tl, t) =
i

2
H

(1)
0 (k0n dist(tl, t))(46)379

K̃(tl, t) = − ik0n

2

κ(tl, t)

dist(tl, t)
H

(1)
1 (k0ndist(tl, t)).(47)380

381

The integrands in (44) and (45) have logarithmic singularities at t = tl. To382

discretize such integrals, a common approach is to use the kernel splitting technique383

introduced in [13, Sec 3.5], but this fails here. Taking S̃AB as an example, this384

technique requires the decomposition385

S̃(tl, t) = S̃1(tl, t) log(4 sin2(π(tl − t)) + S̃2(tl, t),386

where387

(48) S̃1(tl, t) = − 1

2π
J0(k0n dist(tl, t)),388
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and S̃2 are analytic for t ∈ [0, 1]. In the PML region, the Bessel function J0 blows389

up quickly towards infinity since dist(tl, t) is no longer real and may have significant390

imaginary part.391

Nevertheless, this can be simply remedied by Alpert’s hybrid Gauss-trapezoidal392

quadrature rule [1], which does not perform kernel splittings. Following this approach,393

we discretize the integral in (44) as394

S̃AB(∂νc
ũs)(x(tl)) ≈

K1∑
k=1

γkh[S̃(tl, tl + δkh)φ(tl + δkh)395

+ S̃(tl, tl + 1− δkh)φ(tl + 1− δkh)]396

+

N−K2∑
k=K2

hS̃(tl, tl + tk)φ(tl + tk),(49)397

398

where values of K1, K2, γk, and δk depend on the order of Alpert’s quadrature rule399

and can be precomputed. For example, in a sixth order quadrature formula, we have400

K1 = 5 and K2 = 3; the associated {δk, γk}5k=1 are given in Table 1; please see [1] for401

details.

k δk γk
1 4.00488 41949 26570 E-03 1.67187 96911 47102 E-02
2 7.74565 53733 36686 E-02 1.63695 83714 47360 E-01
3 3.97284 99935 23248 E-01 4.98185 65697 70637 E-01
4 1.07567 33529 15104 E+00 8.37226 62455 78912 E-01
5 2.00379 69271 11872 E+00 9.84173 08440 88381 E-01

Table 1: Parameters for the sixth order Alpert’s quadrature rule.

402

By choosing a sufficiently large p, the scaling function w(t) can make the deriva-403

tives of φ(t) to vanish at the corners up to any given order, so that φ(t) is approxi-404

mately a smooth periodic function. Therefore, its trigonometric interpolation [38, Eq.405

(3.8), Th 4.1] can be used to approximate φ and attains a high accuracy. Thus, we406

have407

φ(t) ≈
N∑
j=1

φ(tj)L(t− tj),(50)408

409

where L(t) = sin(Nπt)/[N tan(πt)] is the Sinc function, satisfying L(tj) = 0 for410

1 ≤ j < N and L(1) = L(0) = 1. Utilizing (50), we may rewrite equation (49) in411

terms of φ(tj) for 1 ≤ j ≤ N so that we obtain an N ×N matrix S̃ that satisfies412

(51) S̃AB(∂νc ũ
s)

 x(t1)
...

x(tN )

 ≈ S̃

 φ(t1)
...

φ(tN )

 ,413

where the term on the left-hand side represents a column vector of S̃AB(∂νc ũ
s)(x(tj))414

for 1 ≤ j ≤ N .415
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Similarly, one obtains the discretization of K̃AB as follows,416

(52) K̃AB(ũs)

 x(t1)
...

x(tN )

 ≈ K̃

 ũs(t1)
...

ũs(tN )

 ,417

where K̃ represents an N ×N matrix, and so does the discretization of K0,AB .418

Thus, collocating (42) at x(tl), l = 1, . . . , N , yields419

(53) (K̃ + H̃)ũs ≈ S̃φ,420

where H̃ is a diagonal matrix with entries ∠Ax(tl)B/π −K0,AB(1)(x(tl)),421

ũs = [ũs(x(t1)), . . . , ũs(x(tN ))]T ,422

φ = [φ(x(tl)), . . . , φ(x(tN ))]T .423424

Consequently, one gets425

(54) ũs ≈ (K̃ + H̃)−1S̃φ := Ñφ,426

where the N × N matrix Ñ in fact approximates the scaled PML-transformed NtD427

map Ñs mapping φ = |x′|∂νc ũ
s to ũs on ΓAB .428

4.2. A stabilizing technique. Clearly, to make the approximations of S̃AB and429

K̃AB accurate enough, a high order quadrature rule and a large scaling parameter p430

are always preferred; otherwise, one needs a large N . Suppose we desire sixth order431

of accuracy so that nodes and weights of Alpert’s quadrature rule are chosen based432

on Table 1. To be consistent, we choose p = 6 in the scaling function s = w(t). Under433

such a circumstance, when computing the kernel functions S̃(tl, t) and K̃(tl, t), we434

observe that |tl − t| can be as small as δ1h = O( 10−3

N ). When tl is close to a corner435

point, the physical distance dist(tl, t) can be further shrunk to O( 10−3p

Np ) = O( 10−18

N6 )436

by s = w(t). Unfortunately, even for a coarse mesh, this can be less than or close to437

the round-off error O(10−16x(tl)) in the computation of dist(tl, t). In such a situation,438

dist(tl, t) is simply regarded as 0 in a double-precision computation. Consequently,439

division by zero occurs in the computation of S̃(tl, t) and K̃(tl, t) when t is close to tl440

and when tl is close to a corner. To resolve this instability issue, one approach is to441

reduce p to be no more than 3, but this lowers the order of accuracy. Consequently,442

we develop a stabilizing technique which can provide sufficient significant digits in443

computing S̃(tl, t) and K̃(tl, t) in the extreme situation that t is close to tl, tl is close444

to some corner, and p is high.445

Observing the definitions (46) and (47), the instability issue comes from the two446

terms dist(tl, t) and κ(tl, t) since they involve subtractions of two extremely close447

quantities. We discuss dist(tl, t) first. Without loss of generality, we assume that448

t > tl, so that x̃(ξ), for ξ ∈ [tl, t], becomes a piecewise smooth function; note that449

here x̃(ξ) may contain the corner. At first, we assume that x̃(ξ) for ξ ∈ [tl, t] is450

smooth. To preserve enough significant digits, we compute accurately451

(55) x̃i(t)− x̃i(tl),452

for i = 1, 2. To do so, by the Newton-Leibniz formula, we rewrite (55) in the form453

x̃i(t)− x̃i(tl) =

∫ ∫ t
tl
w′(τ)dτ

0

dx̃i
ds

(w(tl) + s)ds,(56)454
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455

for i = 1, 2. Such a representation gives rise to significant advantages. Specifically, the456

integrand in the primary integral is an O(1) quantity so that numerical integrations457

(e.g., Gaussian quadrature rules) yield accurate results; moreover, we only need the458

first-order derivative of x̃i to obtain accurate results. Consequently, dist(tl, t) can be459

evaluated via460

dist(tl, t) =

√√√√ 2∑
i=1

(∫ ∫ t
tl
w′(τ)dτ

0

dx̃i
ds

(w(tl) + s)ds

)2

.(57)461

462

Next, we discuss the computation of463

κ(tl, t) =w′(t)
[dx̃2

ds
(w(t)) (x̃1(w(t))− x̃1(w(tl)))464

− dx̃1

ds
(w(t)) (x̃2(w(t))− x̃2(w(tl)))

]
465

:=w′(t)κ̄(tl, t).(58)466467

Using the Newton-Leibniz formula, we may rewrite κ̄(tl, t) as468

κ̄(tl, t) =

∫ ∫ t
tl
w′(τ)dτ

0

∫ s

0

[d2x̃2

ds2
(w(tl) + s)

dx̃1

ds
(w(tl) + η)469

− d2x̃1

ds2
(w(tl) + s)

dx̃2

ds
(w(tl) + η)

]
dηds.(59)470

471

Numerical integrations for the above double integrals provide accurate results.472

Now, suppose that x̃(ξ) for ξ ∈ [tl, t] contains a corner at t∗ ∈ (tl, t). Since x̃(ξ)473

consists of two smooth segments corresponding to [tl, t
∗] and [t∗, t], respectively, the474

following splitting475

(60) x̃i(t)− x̃i(tl) = (x̃i(t)− x̃i(t∗)) + (x̃i(t
∗)− x̃i(tl)),476

indicates that the Newton-Leibniz formula is applicable to either term on the right-477

hand side so that numerical integrations lead to accurate results for x̃i(t)− x̃i(tl) and478

for dist(tl, t). One may compute κ(tl, t) similarly; we omit the details here.479

4.3. Wave field evaluations. Suppose now in each domain Ωj , we have ob-480

tained an N ×N matrices Ñj to approximate the scaled NtD operator Ñs,j , mapping481

|x′|∂νc
ũsj to ũsj on ΓAB , for j = 1, 2. Then,482

(61) Ñjφj = ũsj ,483

where484

ũsj = [ũsj(x(t1)), . . . , ũsj(x(tN ))]T ,485

φj = [|x′(t1)|∂νc
ũsj(x(t1)), . . . , |x′(tN )|∂νc

ũsj(x(tN ))]T .486487

According to the transmission conditions (6) and (7), the complexified outgoing488

wave ũsj , at the N grid points on ΓAB , satisfies489

ũs1 − ũs2 = b1,(62)490
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η1φ1 − η2φ2 = b2,(63)491492

where493

b1 = [−[ũtot0 ](x(t1)), . . . ,−[ũtot0 ](x(tN ))]T ,494

b2 = [−|x′(t1)|[ηj∂νc
ũtot0 ](x(t1)), . . . ,−|x′(tN )|[ηj∂νc

ũtot0 ](x(tN ))]T .495496

Thus, by (61), we obtain497 [
Ñ1 −Ñ2

η1I −η2I

] [
φ1

φ2

]
=

[
b1

b2

]
,(64)498

499

with the solution500

φ1 = (Ñ1 −
η1

η2
Ñ2)−1

(
η−1

2 Ñ2b2 + b1

)
,(65)501

φ2 =
η1

η2
φ1 −

b2

η2
.(66)502

503

Consequently, we obtain ũsj = Ñjφj on ΓAB .504

As for x ∈ Ωj , we directly truncate the integration domain in (27) to ΓAB to505

compute ũsj(x); that is,506

(67) ũsj(x) ≈
∫

ΓAB

{G̃j(x, y)∂νc
ũsj(y)− ∂νc

G̃j(x, y)ũsj(y)}ds(y).507

After parameterized by the scaling function s = w(t) in (43), the integrand in (67)508

becomes periodic and smooth enough so that by the trapezoidal rule, we have509

ũsj(x) ≈ 1

N

N∑
l=1

[
G̃j(x, x(tl))|x′(tl)|∂νc

ũsj(x(tl))510

− ∂νcG̃
s
j(x, x(tl))|x′(tl)|ũsj(x(tl))

]
.(68)511

512

Therefore, we obtain usj = ũsj so that the total wave field utot = us + utot0 in the513

physical domain outside the PML.514

5. Numerical examples. In this section, we will carry out several numerical515

experiments to demonstrate the efficiency of the proposed PML-BIE formulation.516

In all examples, the physical domain ΩPHY = {(x1, x2)||x1| ≤ a1} where we let517

a2 in (19) approach infinity since the choice of a2 does not affect computing ũsj on518

ΓAB for j = 1, 2. Accordingly, the PML domain ΩPML = {(x1, x2)|a1 ≤ |x1| ≤519

a1 + T, a1 > 0, T > 0}. Therefore, the truncated interface ΓAB consists of physical520

interface ΓPHY = ΩPHY ∩ ΓAB and the PML interface ΓPML = ΩPML ∩ ΓAB .521

To achieve a high-order accuracy, we take p = 6 to define σ1 and the scaling522

function w(t), and we apply the sixth order Alpert’s quadrature rule with parameters523

defined in Table 1 to discretize the governing BIEs. In all examples, we will take524

the free-space wavelength λ = 1 so that k0 = 2π, and we will fix the PML thickness525

T = λ.526

The truncation error induced in (40) depends on how rapidly ũs decays in the527

PML, especially along the x1-axis, and this in fact can be controlled by adjusting σ1528

in the PML [12]. By (20), σ1 is proportional to its parameter S so that we expect529
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that the truncation error can be suppressed by increasing S; we will see below that for530

PMLs with a thickness of one wavelength, one can get sufficiently accurate solutions531

by choosing S = 2.532

Example 1. In this example, we assume that Γ is just the flat interface x2 = 0.533

We take n1 = 1 and n2 = 2, and study a cylindrical incident wave excited by the534

source x∗ = (0, 0.1), so that utot represents the layered Green’s function at x∗. This535

example is used to validate our method, since a closed form of the layered Green’s536

function is available [31].537

In the implementation, although Γ is smooth, we set (0, 0) ∈ Γ as an artificial538

corner. The reason is that the solution can change extremely rapidly at (0, 0) since it is539

the closest point to the source x∗ on Γ. To capture this sharply changing behavior, we540

need more points near (0, 0), and regarding (0, 0) as an artificial corner is a quick way541

to realize the purpose. We consider the TM polarization here, and take a2 = a1 = 1542

so that ΩPHY = [−1, 1]× [−1, 1].543

Taking N = 400, we compute ũtot and compare it with the exact solution utotexa on544

ΓAB , as shown in Figure 4(a), where the dashed lines are used to separate ΓPML and
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Fig. 4: Example 1: in TM polarization, (a) real parts of ũtot and utotexa on ΓAB ; dashed
lines separate ΓPML and ΓPHY. Real part of utot in ΩPHY: (b) numerical solution; (c)
exact solution, where dashed lines represent location of Γ.

545
ΓPHY. We observe that, on ΓPHY, ũtot = utot and utotexa coincide very well, whereas546

on ΓPML, ũtot decays quickly to 0 and utotexa keeps oscillating, as what we expected.547

Figure 4 (b) and (c) show the real part of numerical and exact solutions of utot in548

ΩPHY, respectively.549

To illustrate that our PML effectively absorbs us, we fix N = 400 and compute550

utot at grid points on ΓPHY for different values of S, ranging from 0.1 to 2; notice551

that the grid points on ΓPHY are independent of S. Using the exact solution utotexa552

as a reference solution, we compute relative errors for different values of S, as shown553

in Figure 5(a), where only the vertical axis is logarithmically scaled. Those relative554

errors can somewhat measure the magnitude of the truncation error in (40). We555

observe that the relative error decays exponentially at the beginning and then yields556

to the discretization error which dominates the total error when S becomes large.557

Next, we study the relative error of utot on ΓPHY varying the number of grid558

points N on ΓAB for S = 2. Since grid points vary for different values of N , to realize559

the comparison, we choose to evaluate utot at the following observation points: the560

grid points on ΓPHY for N = 20; for N greater than 20, we interpolate the numerical561

solution onto the observation points by (50). Relative errors for different values of N562

are depicted in Figure 5 (b) with both axes logarithmically scaled. The slope of the563
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Fig. 5: Example 1: in TM polarization, (a) relative error against S for N = 400; (b)
relative error against N for S = 2.

decreasing part of the curve reveals that our method exhibits at least seventh-order564

accuracy.565

Example 2. We next consider a local perturbation that consists of two connected566

semicircles of radius 1; the interface is shown as dotted line in Figure 6 (a) and (b).567

Suppose n1 = 1 and n2 = 2. We consider two different incident waves: a plane568

wave with the incident angle α = π
3 , and a cylindrical wave excited by the source569

x∗ = (1, 1).570

In the implementation, we consider the TE polarization, and take a2 = a1 = 2.5571

so that ΩPHY = [−2.5, 2.5] × [−2.5, 2.5]. The total wave field utot for two incident572

waves in ΩPHY are plotted in Figure 6 (a) and (b), respectively.573
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Fig. 6: Example 2: in TE polarization, real part of the wave utot in ΩPHY: (a)
plane incident wave with angle α = π

3 and (b) cylindrical incident wave with source
x∗ = (1, 1), where dashed lines indicate location of Γ. (c): relative error of utot on
ΓPHY against S for N = 1600. (d) relative error of utot on ΓPHY against N for S = 2.

Next, we fix N = 1600 and compute utot at grid points on ΓPHY for different574

values of S, ranging from 0.1 to 2. Taking the numerical solution utot for S = 2575

as a reference solution, we compute relative errors for different values of S for both576

incident waves. Numerical results are shown in Figure 6(c).577

At last, we study relative errors of utot on ΓPHY varying N for S = 2. Observation578

points are chosen as the grid points on ΓPHY for N = 80. The reference solution579
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is obtained by interpolating numerical solution for N = 1600 onto the observation580

points. Numerical results for both incident waves are shown in Figure 6(d).581

Example 3. In the third example, we study a more complicated structure, where582

an obstacle is placed above the interface. With the obstacle involved, our PML-based583

BIE formulation only requires an extra NtD operator defined on the boundary of the584

obstacle, which can be computed through the use of (17) [22]. Then, according to585

transmission conditions on the obstacle and the interface, the final linear system can586

be obtained by the same procedure.587

Suppose n1 = 1, n2 = 3, and the refractive index of the obstacle is nob = 2.588

The structure is shown in Figure 7, where the interface contains five uniformly spaced589

indentations and a drop-shaped obstacle is located one unit above the interface. We590

consider two different incident waves: a plane wave with the incident angle α = π
3 ,591

and a cylindrical wave excited by the source x∗ = (3, 1).592

In the implementation, we consider the TM polarization and take a2 = a1 = 5.5593

so that ΩPHY = [−5.5, 5.5] × [−5.5, 5.5]. The total wave field utot for two incident594

waves in ΩPHY are plotted in Figure 7 (a) and (b), respectively.
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Fig. 7: Example 3: in TM polarization, real part of utot in ΩPHY: (a) plane incident
wave with angle α = π

3 and (b) cylindrical incident wave with point source x∗ = (3, 1),
where dashed line indicates location of Γ. When Nob = 800: (c) relative error of utot

on ΓP against S for N = 3150; (d) relative error of utot on ΓP against N for S = 2.

595
Taking N = 3150 and Nob = 800, we next compute utot at grid points on ΓPHY596

for S ranging from 0.1 to 2. Taking the numerical solution for S = 2 as a reference597

solution, we compute relative errors for different values of S for both incident waves.598

Numerical results are shown in Figure 7(c).599

At last, we study numerical errors of utot on ΓPHY varying N when S = 2 and600

Nob = 800. Observation points are chosen as the grid points on ΓPHY when N =601

210. The reference solution is obtained by interpolating the numerical solution for602

N = 3150 onto the observation points. Numerical results for both incident waves are603

shown in Figure 7(d).604

6. Conclusion. For 2D scattering problems in layered media with unbounded in-605

terfaces, we developed a PML-based BIE method that relies on the PML-transformed606

free-space Green’s function, which is very easy to evaluate. The method avoids the607

difficulty of evaluating the expensive Sommerfeld integrals. Similar to other BIE608

methods based on the free space Green’s function, integral equations are formulated609
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on unbounded interfaces of the background media and these interfaces must be trun-610

cated. Unlike existing truncating approaches, the truncation in our method simply611

follows the well-established PML technique.612

Since our main purpose is to develop a PML-based method and demonstrate its613

effectiveness for truncating the unbounded interfaces, we have used a BIE formulation614

involving the single- and double-layer boundary integral operators only. In addition,615

we used the NtD maps to simplify the final linear system. Numerical examples are616

presented for scattering problems involving two homogeneous media separated by617

an interface with local perturbations, and possibly with additional obstacles. The618

integral equations are discretized using a graded mesh technique, Alpert’s sixth order619

hybrid Gauss-trapezoidal rule for logarithmic singularities, and a stabilizing technique.620

Numerical results indicate that the truncation of interfaces by PML is highly effective.621

Using PMLs with one-wavelength thickness, we obtained at least seven significant622

digits in all experiments.623

The PML-based BIE method can be extended in a number of directions. Obvi-624

ously, the method can be used to study scattering problems in multi-layered media625

with local perturbations, embedded obstacles, and penetrable structures. Besides626

scattering problems, the method can also be used to study eigenvalue problems, such627

as the problem for guided modes in open waveguide structures. We are planning to628

address these problems in our future works.629
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[31] C. Pérez-Arancibia and O. P. Bruno. High-order integral equation methods for problems of701
scattering by bumps and cavities on half-planes. J. Opt. Soc. Am. A, 31(8):1738–1746,702
Aug 2014.703

[32] Balth Van Der Pol. Theory of the reflection of the light from a point source by a finitely704
conducting flat mirror, with an application to radiotelegraphy. Physica, 2(1):843 – 853,705
1935.706

[33] M. Saillard and G. Soriano. Rough surface scattering at low-grazing incidence: A dedicated707
model. Radio Science, 46(5):n/a–n/a, 2011. RS0E13.708

[34] A. Sommerfeld. ber die ausbreitung der wellen in der drahtlosen telegraphie. Annalen der709
Physik, 333(4):665–736, 1909.710

[35] P. Spiga, G. Soriano, and M. Saillard. Scattering of electromagnetic waves from rough surfaces:711
A boundary integral method for low-grazing angles. IEEE Transactions on Antennas and712
Propagation, 56(7):2043–2050, July 2008.713

[36] G. Taraldsen. The complex image method. Wave Motion, 43(1):91 – 97, 2005.714
[37] D. J. Thomson and J. T. Weaver. The complex image approximation for induction in a multi-715

layered earth. Journal of Geophysical Research, 80(1):123–129, 1975.716
[38] L. N. Trefethen. Spectral Methods in MATLAB. SIAM, 2000.717
[39] H. Weyl. Ausbreitung elektromagnetischer wellen ber einem ebenen leiter. Annalen der Physik,718

365(21):481–500, 1919.719
[40] Z. Zhao, L. Li, J. Smith, and L. Carin. Analysis of scattering from very large three-dimensional720

rough surfaces using mlfmm and ray-based analyses. IEEE Antennas and Propagation721
Magazine, 47(3):20–30, June 2005.722

20

This manuscript is for review purposes only.


	Introduction
	Problem formulation
	NtD map on interface of a PML truncation
	Direct truncation
	PML truncation
	Truncation of  onto AB

	Numerical implementation
	Approximating  on AB
	A stabilizing technique
	Wave field evaluations

	Numerical examples
	Conclusion
	References

