On the Role of Network Coding in Uncoordinated
Multihop Content Distribution over Ad Hoc
Networks

Mark Johnsoh, Minghua Cheh, and Kannan Ramchandran

IDepartment of Electrical Engineering and Computer Scisncé Berkeley, Berkeley, CA, 94720
2Department of Information Engineering, The Chinese Umiiigrof Hong Kong, Hong Kong
{nj ohnson, kannanr }@ecs. ber kel ey. edu, m nghua@ e. cuhk. edu. hk

Abstract—We consider the problem of multihop communica- network coding, which does not even require feedback at the
tion in ad hoc networks. This work was originally motivated by |ink level. Our main result shows that the resulting thropigth
vehicular networks, and has application in numerous fieldsThe s the same as in a single hop network using the same proto-
key constraint in such systems is the infeasibility of coorthation. .

Because no single node has global knowledge of the networkCOIS' Thus, a constant throughput can be prOVIded_, regﬂfd'e
topology, centralized scheduling of transmissions and raing of ~ Of the number of hops between the source and destination. The
packets is prohibitively expensive. We propose instead amsple intuition behind this result is that network coding, the mix
distributed protocol, based on independent channel accesand  of packets at intermediate nodes, makes the uncoordinated
random network coding. This scheme does not require link 1881~ nework robust against packet losses. Without coding, in
feedback, and nodes need not even track the identities of thre . .

current neighbors. conf[rast_, _the throug_hput would degrade with d|stanC(_e due to

Our main result shows that when using this scheme, the end- the inability to coordinate among nodes. In effect, eachialeh
to-end throughput is identical to the throughput in a one hop functions as aligital repeater.
network utilizing the same protocol. Thus, in an applicatin In the course of studying the throughput of uncoordinated
requiring uncoordinated communication, network codln_g erables networks, we address the problemstervation, the possibility
a multihop nework to perform as efficiently as a single hop that intermediate nodes may temporarily not have any new
network. In the context of vehicular networks, in a region | i / 7
of congested traffic a constant throughput can be provided to information because of the random ordering of transmission
vehicles arbitrarily far from the base station. In essenceevery We use queueing theory to demonstrate that starvation ades n
vehicle can be thqught of as adigital repeater, despite the packet affect the end-to-end throughput, a result which has agfitia
losses due to collisions and fading. in numerous problems extending beyond vehicular networks.

The rest of this paper is organized as follows. In Section Il
we present a qualitative discussion of the unique requingsne

The development and commercialization of low cost radisf vehicular ad hoc networks, and then discuss the MAC and
architectures is enabling many novel ad hoc wireless nésyornetwork layer protocols that we propose. In Section Il we
in applications ranging from environmental monitoring telescribe a model for the connectivity of a highway vehicular
intrusion detection to energy efficient buildings. One vergetwork. In Section IV we present a general method for
promising field is vehicular ad hoc networks (VANETS)finding the throughput of an uncoordinated multihop network
Significant research and development in vehicular netwgrkiand in Section V we apply it to the model for vehicular ad
was spurred by a recent FCC spectrum allocation [1], whi¢foc networks. Conclusions and future work are discussed in
was targeted at vehicle safety systems but has the potémtiaGection VI.
also enable a wide variety of other services.

The key challenges in VANETS revolve around the lack !l CONTENTDISTRIBUTION PROBLEM IN AD HOC
of centralized coordination of scheduling and routing. Doie NETWORKS
limitations and the power and computational complexity of In this work, we analyze the achievable rate for a unicast
the nodes, it is either technically infeasible or prohility session in an ad hoc network. Figure 1 shows an example
expensive for any one node to collect global knowledge @&hciular network, where the source is a fixed base station
the network topology. Therefore, distributed medium ascewhich wishes to send some information to a destination vehi-
control (MAC) and network layer protocols are a necessity icle. Due to the distance between the source and destination,
such ad hoc networks. and limitations on the transmit power, it is not possibletfor

In this work, we focus on the problem of multihop comsource to directly communicate with the destination. ladte
munication in ad hoc networks. We propose a very simpthe vehicles on the road will form an ad hoc network, with the
protocol, based on random channel access and randomizebicles between the base station and the destinatiorgaasin
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coordination in the VANET.

IIl. M ODELING HIGHWAY VANET CONNECTIVITY

The transmission power used in vehicular ad hoc networks is
typically quite large, which in turn leads to a large transsion
range. For example, transmitters operating in the Dedicate
Short Range Communication (DSRC) band can transmit up
Fig. 1. We consider a unicast communication problem in aibmpitvehicular  to a range of about 300 meters [3]. Thus, the transmission
ad hoc network. range is significantly larger than the width of the road, vahic
is no more than about 50 meters for an 8 lane highway, and

relays. We assume that the data stream is short enough 3{"”3’ much Sma”ef for a road with f?W?r lanes. Figure 2

the network topology can be modeled as being constant ovePWs the relative SIZES of the transmlssmn range angl road
the session. width vyhen the vehicles are making full use of the available

The key feature of vehicular networks, which distinguishetg"’msmIt power.

them from computer networks and static sensor networks, is
the lack of global state knowledge. One strategy to deal with
this challenge is for the vehicles to track the set of their
current neighbors, and continuously update routing tables N\
However, such a scheme will consume a significant portioga’ '
of the network resources, which in turn will limit the amount’ \
of data which can be carried. \ ' ’ i

We propose instead to use a set of distributed protocol$, R ;' 3, @ ," @\
where vehicles do not schedule their channel access or routé . . f
packets from end-to-end. In fact, we study here a completely".
uncoordinated protocol, in which vehicles do not even rexei
feedback as to which, if any, of their current neighbors irece N . e

each transmitted packet. We believe that distributed paiso R POprS
are particularly well matched to vehicular networks. RRERI

We consider an independent medium access layer, InS_pl{:%Zli 2. The transmission range of a vehicular network is typically much
by the unslotted Aloha protocol from computer networkingger than the width of the road.

[2]. Relay node will choose to transmit a packet in each time

slot with probabilityp;, independent of all other time slots and Because the transmission range is much larger than the
all other vehicles. Because the nodes are distributed, Vewe width of the road, a reasonable model for the VANET con-
their clocks are not synchronized and thus the boundariesrffctivity is a one-dimensional line network. Although the
the slots will be different at each vehicle. As in the claakicyehicles may be located in different lanes, we will make the
unslotted Aloha protocol, a packet transmitted by one \Vehigapproximation that each vehicle can communicate with any
can interfere with two consecutive packets at neighborirgher vehicles that are within a longitudinal distanggrom
nodes due to the offset in the time slot boundaries itself along the roadl

We propose to combine this distributed MAC protocol with The number of neighbors of each node depends on the
intra-session network coding. When each vehicle choosestitgnsmission range and the inter-vehicle spacing. In heavi
access the channel, it will send a random linear combinatiebngested scenarios, the spacing is nearly constant asd thu
of all of the packets that it has received up to that poinfhe connectivity can be modeled by a graph where every node
Nodes that receive the transmission will check whether it fas a fixed number of neighbors. An example where each node
independent of their set of packets. If so, they will store thas2 neighbors in both directions is shown in Figure 3. In
new packet in their memory, and if not they can discard thgenarios where traffic is flowing freely, on the other hahd, t
dependent packet. spacing is variable. For example, the vehicle locationshinig

We emphasize that we are not using network coding & modeled with a Poisson process.
improve the capacity of the network. In this unicast problem
the maximum throughput could be achieved without coding. IV. THROUGHPUT OFMULTIHOP NETWORKS
However, the vehicles would need full knowledge of the tepol The end-to-end throughput of a network using any random-
ogy at all times. Network coding allows us to use a distridutézed MAC protocol and network coding can be computed in
protocol and still achieve this maximum throughput. As we

will see, COdlng eﬁectlvely prowdes robustness to the lat When vehicles use a low transmit power, this approximatfona longer

valid. In the case of extremely low transmit power and a Hgasongested
road, where all lanes are at the maximum vehicle densitycaéhaectivity can

1while this work focuses on an unslotted Aloha MAC protochk tesults be modeled as a two dimensional grid lattice. We will study throughput
can be easily adapted to networks that use CSMA. of the low power vehicular network in the sequel to this work.



the network in Figure 4 will have a form as shown in Figure

0O-0-0-0-0-0-0 s

Fig. 3. The connectivity of a VANET with uniformly spaced resd Each
vehicle has2 neighbors in both the forward and reverse directions. @

two steps. First, the capacities of the individual links,istth /@
depend of the MAC protocol, are computed. Then, it follows -

from the max-flow min-cut theorem and Ahlswede [4] that @
the throughput from source to destination is equal to the Q@

min-cut of the link capacity graph. The key technical detail

which differentiates this from prior work, is the problem of /
starvation. Because the randomized MAC protocol induces

a random ordering of packet transmissions, the intermediat @

relays may be temporarily out of new information to forward

to their neighbors. Fig. 5. The Markov chain corresponding to the independerifsbe network
in Figure 4 under a carrier sensing MAC protocol.

A. Link Capacities

The link capacities can be found via a recently proposedWith any finite humber of links in the graph, there will be
method from the CSMA literature. The throughput of links waa finite humber of independent sets. The Markov chain will
shown to be computable from a time-reversible Markov chathen have a steady state distribution, which can be computed
in [5]. An efficiently computable approximation was given irfrom the transition probabilities. Finally, the link cajitées
[6] and the approach has been further developed in [7].  are given by the fraction of time that a link is active, which

As a concrete example, we will consider the linear netwoik the sum of the steady state probabilities of independsat s
shown in Figure 4, with links labeletl through4. We begin containing that link. In this exampl€;, the capacity of link
by listing theindependent sets, the sets of links that can bel, is equal tor; + 714. Therefore, we can produce a graph
used concurrently, without interfering with each othertiis  with edge labels given by the capacities of the wirelessslink
example, linksl and4 can be used at the same time. Howeveas shown in Figure 6. We will refer to this as thiek capacity
if any other set of multiple links are used at the same timggaph.

a collision will occur. Thus, there are five independent gets

this network:{1}, {2}, {3}, {4}, and{1,4}. @ i @ G, Cs @ Ci @
1 2 3 4
@ @ @ @ Fig. 6. The link capacity graph of the example network in Fégd.

Fig. 4. An example network with four links. The independeetssare{1},
{2}, {3}, {4}, and{1,4}.

When random network coding is used, and the coding is
done over a sufficiently large field, the end-to-end throughp

Next, we form a Markov chain whose state is the set é)? equa}llto the min-cut C.)f the Ii_nk capacity graph with high
links that are carrying information at the current time. Wgrobablhty. However, this requires the assumption that al

refer to this set as thactive links. Clearly, the state space of_nOdeS are in aaturated state, meaning they always have new

the Markov chain is given by the independent sets plus the nmf((;rmanon totr':ratlntimllf. ”Cor_15|der the netw;)rkdln Flgduret 4, i
set. This Markov analysis is valid for networks using AIohagn sm:ppqsef atthe fo ?wmt_g se?ulegcg ? II; eptehn enh Sets
and CSMA networks without hidden nodes re active in four consecutive imeslols=, 2, 1. Even houg
. o . : ... nodesS and A both successfully transmitted two packets, node
The valid transitions of this Markov chain, and the trasiti

probabilities, depend on the specific MAC protocol beingJUseB has only received one independent packet. This is because

L \c/yhenA transmits the second time, it has not yet received a
For Aloha protocols, the Markov chain is a fully connectenew acket fromt, and hence must retransmit the same packet
graph, since the set of active links in two different timéslis P ' P

independent. The network can transition from any indepﬂnd(%h"jlt I sent_prgwously, ora scalar multiple of it. Hencee“’.’“

. : he transmissions froml is wasted because of the ordering.
set to any other independent set. If the vehicular netwoekl us i
CSMA, on the other hand, time dependencies are introduced” the next segtlon, We prove that the pgrformance loss
because of the backoff counter that is started when a ndtft/sed by starvation at intermediate nodes is a second order

senses that the channel is in use. The transition diagram FGECt: and does not reduce the rate below the min-cut. This
result has applications beyond just vehicular networkghin

3Any CSMA network can be made free of hidden nodes by appratyia CSMA literature, for example, it is common to assume that
adjusting the carrier sensing range. all nodes are saturated for ease of analysis.



B. End to End Throughput

Prior work on multihop wireless networks, and in particular
on carrier sense MAC protocols, often assumes that starvati
does not matter, and the throughput will not been chang
when all nodes are assumed to be in a saturated state [8], [9].
We use a result from queueing theory to show that removiqge
this assumption does not decrease the throughput. Even w|
starvation is taken into account, the end-to-end througbpu
the network is still equal to the min-cut of the link capacit

graph.

For illustrative purposes, we will consider the exampl
network shown in Figure 7, with two relays between thﬁ1

Proof: We present a sketch of the proof of this theorem.
The technical details will be presented in the sequel. First
we find the maximum flow through the link capacity graph,
aad one rate allocation that achieves this flow. We denote
rate assigned to each link bWy, and the value of the
by A*. By the max-flow min-cut theorem\* is equal to
enmin-cut of the graph. Figure 9 shows ttate allocation
graph corresponding to the the link capacity graph in Figure
8. Because this is a valid flowR; < C; for all ¢, and the
Yotal rate entering each intermediate node equals therttal
exiting. We further observe that for any< \*, we can write
X = ~YA*, where0 < v < 1. Then,R; = yR; is a valid flow
at achieves rata.

source and destination. The corresponding link capacaplyr

is shown in Figure 8, where th&; are dependent on the MAC

protocol.
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Fig. 9. A flow assignment that achieves the max-flow frénto D while
respecting the link capacities.

Then, we construct a queueing network corresponding to the
rate A and allocationR;, by introducing a genie into the origi-
nal wireless network. This genie alters the physical netviror

A and B. Transmissions frony may be received by both of the relay nodestW0 ways. First, each node randomly dl’OpS Incoming packets

C5 o
O

Cy

Fig. 8. The link capacity graph of a network with a soufedestinationD,
and two relaysA and B. The dashed node represents a virtual node, which
accounts for packets that are received by both of the relays.

Theorem 1: The maximum throughput of a multihop wireless
network using random linear network coding is given by the
min-cut of the link capacity graph corresponding to the MAC

protocol.

\ i Thus, the rate of each link is now

with probability 1 — o

R;, instead of the link capacit¢’;. Second, packets entering

a virtual node are assigned to exactly one physical node, in
a ratio proportional to the outgoing rates from the virtual
node. Lemma 1, in Section IV-C, demonstrates that these
modifications can only decrease the end-to-end throughput.
Thus, thegenie-degraded network provides a lower bound on
the actual system.

With the genie inserted, there is now only one copy of each
packet in the network, even if a transmission was physically
received by multiple nodes. Therefore, we can represent the
flow of information in the genie-degraded system by a queue-
ing network. The queue length at each node represents how
many more packets a node has received than it has succgssfull
transmitted to one of its neighbdrs
The key observation is that because of interference con-
straints in the underlying wireless network, it is not pbksi

4Recall that each node stores all packets that it receivebitarefore the
physical buffer at each node only increases in length. Bezdhbere is no
feedback in the network-layer protocol, nodes do not knowckviof their
transmissions were lost due to collisions. The queue leiggthus a virtual
quantity, of which nodes do not have any knowledge. One cpresee is that
it is not possible to implement schemes where the transomgsiobability is
modulated by queue length, such as [8], [10].



for adjacent servers in the queueing network to processgpackwheree : Out (i) denotes the set of all edgeshat flow out of
at the same time. Therefore, the server processes areatedelnodei. Defining the total outflow of nodeasV; = Z R.,
across the nodes, and the queueing network generalized e:0ut (i)
Jackson network, as opposed to a standard Jackson netweekhave
with independent service processes.

The stability of the queueing network is the key property Vi = Z R, = Z

| =

-V = Z pjiVj

<

for calculating the maximum throughput of the system. If the e:In(3) e=@,i) 7 e=(j,i)
queueing network is stable, the queue length at each nodgis
finite and there are only a finite number of packets at all of Vi = Z iV

the intermediate nodes at any given time. As time gets large,

the rate of packets arriving at the destination must approac

)\, the rate of packets injected into the network from the Now, if we setV; = Am; and observe thato,; = 0 for all

source. On the other hand, if the queueing network is ursstaglodes except the source in our problem, we recover the same

one or more queue lengths becomes infinite and the rateSyftem of equations im; as in Lelarge’s theorem. This is not a

packets arriving at the destination is less tharTherefore, trivial point. By definingr; = 5V;, we have in fact recovered

the maximum end-to-end throughput is equal to the maximuhe correct steady state distribution on the number of times

rate \ for which the queueing network is stable. packet \{i;its each server, and can then apply the theorem for
The stability of generalized Jackson networks is consitier® Stability of generalized Jackson networks. It followsnt

by Lelarge [11], which is equivalent to earlier results duthe flow balance equations and the definitions above that

to Baccelli and Foss [12], [13]. They first defing to be @ _

the average number of times that a packet visits each of the Y = Ami Vi

M nodes, and show that; satisfies the following system of .

equations:

e=(j.4)

Ur .
y=A—~ Vi
M(l)
M

Wi:po,i‘FijﬂTj i=1,....,.M
j=1

Becausey < 1 by definition, the generalized Jackson net-
work is stable. Therefore, when the source generates [saket
rate A < A\* the destination will receive new packets at average
wherep;; gives the probability that a packet which has beef@te A, and the possibility of starvation at the intermediate
served byj is routed toi, andp, ; represents the fraction of nodes does not reduce the throughput of the network.
external arrivals which are first served byDefining (¥ to
be the mean service rate at servetelarge shows that the

generalized Jackson network is stable if C. Genie-Degraded Wireless Networks

_ Lemma 1. The unicast capacity of a network using random
/\% <1l Wi network coding cannot increase when nodes discard a subset
® of packets that were successfully received.

We now apply this theorem to the queueing system definBgoof: We begin by examining a time-space representation
by our genie-degraded wireless network. The mean servRthe system, shown in Figure 10. All of the nodes in a

rate of nodei is equal to the total capacity out of that nodefOW represent the same physical node, with each column
corresponding to a separate time step. Thus, we can think of

(i) _ R the graph as “unwrapping” the time axis. We are interested in
= Z v the max-flow from the source at the first time step (the top left
node) to the destination at the final time step (the bottotntrig

Changing notation so thdt;; denotes the rate along the linknode). Observe that the horizontal edges represent eaetsnod
from nodei to nodej, the transition probability;; is defined internal buffer, i.e., each physical node stores all packeit

to be the fraction of Outgoing rate frointhat is assigned to it-receives and can code over them in future .timeSIOtS. The
the link fromi to j: diagonal edges represent successful transmissions betwee

nodes.

e:Out(7)

Rij
pij:z Y R 7 SO—~0—~0-0~0—~0
:0 :
e:Out(z) “ e ’2%1’5’9.}%.;4.
For' any\ < \*, we can write the flow balance equation at o -9 0o -0 -0 -
node; as AW
o—0-0-0-0-0D

Z R, = Z R, Fig. 10. A time-space representation of the network. Alltef hodes in a
e:0ut(d) e:In(i) single row represent the same physical node at differerg steps.



A node ignoring a packet that it received is equivalent to V1. CONCLUSIONS ANDFUTURE WORK
removing one of the diagonal edges in the time-space graphjn this work, we have considered the problem of multihop
which cannot increase the min-cut. Thus, when coding over ggntent distribution in a vehicular ad hoc network. We have
infinite field, where the max-flow always equals the min-Cuproposed distributed MAC and network layer protocols that
_the effect of removing some edges is that the max-flow eithgfe compatible with the rapidly changing network topology,
is unchanged or decreases. and analyzed the resulting throughput. Our fundamentaltres

When coding over a finite field, the probability that th@hows that by using random network coding, the throughput
destination can decode the source data is at ldast1/q)" s independent of the distance between the source and desti-
wheregq is the field size and} is the number of links carrying nation.
coded packets [14]. Removing edges will redugewhich  |n the future, we intend to study the effect of practical
increases this lower bound on the probability of decodinghannel models on the system performance, as well as extend
Thus, removing links has not increased the min-cut, but vir results beyond the single unicast communication proble
must increase the field sizeif we want to guarantee that thepere to consider multicast and multiple overlapping urticas
decoding probability in the original system meets a desire@ssions.
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