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Abstract—We consider the problem of multihop communica-
tion in ad hoc networks. This work was originally motivated by
vehicular networks, and has application in numerous fields.The
key constraint in such systems is the infeasibility of coordination.
Because no single node has global knowledge of the network
topology, centralized scheduling of transmissions and routing of
packets is prohibitively expensive. We propose instead a simple
distributed protocol, based on independent channel accessand
random network coding. This scheme does not require link level
feedback, and nodes need not even track the identities of their
current neighbors.

Our main result shows that when using this scheme, the end-
to-end throughput is identical to the throughput in a one hop
network utilizing the same protocol. Thus, in an application
requiring uncoordinated communication, network coding enables
a multihop network to perform as efficiently as a single hop
network. In the context of vehicular networks, in a region
of congested traffic a constant throughput can be provided to
vehicles arbitrarily far from the base station. In essence,every
vehicle can be thought of as adigital repeater, despite the packet
losses due to collisions and fading.

I. I NTRODUCTION

The development and commercialization of low cost radio
architectures is enabling many novel ad hoc wireless networks,
in applications ranging from environmental monitoring to
intrusion detection to energy efficient buildings. One very
promising field is vehicular ad hoc networks (VANETs).
Significant research and development in vehicular networking
was spurred by a recent FCC spectrum allocation [1], which
was targeted at vehicle safety systems but has the potentialto
also enable a wide variety of other services.

The key challenges in VANETs revolve around the lack
of centralized coordination of scheduling and routing. Dueto
limitations and the power and computational complexity of
the nodes, it is either technically infeasible or prohibitively
expensive for any one node to collect global knowledge of
the network topology. Therefore, distributed medium access
control (MAC) and network layer protocols are a necessity in
such ad hoc networks.

In this work, we focus on the problem of multihop com-
munication in ad hoc networks. We propose a very simple
protocol, based on random channel access and randomized

network coding, which does not even require feedback at the
link level. Our main result shows that the resulting throughput
is the same as in a single hop network using the same proto-
cols. Thus, a constant throughput can be provided, regardless
of the number of hops between the source and destination. The
intuition behind this result is that network coding, the mixing
of packets at intermediate nodes, makes the uncoordinated
network robust against packet losses. Without coding, in
contrast, the throughput would degrade with distance due to
the inability to coordinate among nodes. In effect, each vehicle
functions as adigital repeater.

In the course of studying the throughput of uncoordinated
networks, we address the problem ofstarvation, the possibility
that intermediate nodes may temporarily not have any new
information because of the random ordering of transmissions.
We use queueing theory to demonstrate that starvation does not
affect the end-to-end throughput, a result which has application
in numerous problems extending beyond vehicular networks.

The rest of this paper is organized as follows. In Section II
we present a qualitative discussion of the unique requirements
of vehicular ad hoc networks, and then discuss the MAC and
network layer protocols that we propose. In Section III we
describe a model for the connectivity of a highway vehicular
network. In Section IV we present a general method for
finding the throughput of an uncoordinated multihop network,
and in Section V we apply it to the model for vehicular ad
hoc networks. Conclusions and future work are discussed in
Section VI.

II. CONTENT DISTRIBUTION PROBLEM IN AD HOC

NETWORKS

In this work, we analyze the achievable rate for a unicast
session in an ad hoc network. Figure 1 shows an example
vehciular network, where the source is a fixed base station
which wishes to send some information to a destination vehi-
cle. Due to the distance between the source and destination,
and limitations on the transmit power, it is not possible forthe
source to directly communicate with the destination. Instead,
the vehicles on the road will form an ad hoc network, with the
vehicles between the base station and the destination acting as



Fig. 1. We consider a unicast communication problem in a multihop vehicular
ad hoc network.

relays. We assume that the data stream is short enough that
the network topology can be modeled as being constant over
the session.

The key feature of vehicular networks, which distinguishes
them from computer networks and static sensor networks, is
the lack of global state knowledge. One strategy to deal with
this challenge is for the vehicles to track the set of their
current neighbors, and continuously update routing tables.
However, such a scheme will consume a significant portion
of the network resources, which in turn will limit the amount
of data which can be carried.

We propose instead to use a set of distributed protocols,
where vehicles do not schedule their channel access or route
packets from end-to-end. In fact, we study here a completely
uncoordinated protocol, in which vehicles do not even receive
feedback as to which, if any, of their current neighbors receive
each transmitted packet. We believe that distributed protocols
are particularly well matched to vehicular networks.

We consider an independent medium access layer, inspired
by the unslotted Aloha protocol from computer networking
[2]. Relay nodei will choose to transmit a packet in each time
slot with probabilitypi, independent of all other time slots and
all other vehicles. Because the nodes are distributed, however,
their clocks are not synchronized and thus the boundaries of
the slots will be different at each vehicle. As in the classical
unslotted Aloha protocol, a packet transmitted by one vehicle
can interfere with two consecutive packets at neighboring
nodes due to the offset in the time slot boundaries1.

We propose to combine this distributed MAC protocol with
intra-session network coding. When each vehicle chooses to
access the channel, it will send a random linear combination
of all of the packets that it has received up to that point.
Nodes that receive the transmission will check whether it is
independent of their set of packets. If so, they will store the
new packet in their memory, and if not they can discard the
dependent packet.

We emphasize that we are not using network coding to
improve the capacity of the network. In this unicast problem,
the maximum throughput could be achieved without coding.
However, the vehicles would need full knowledge of the topol-
ogy at all times. Network coding allows us to use a distributed
protocol and still achieve this maximum throughput. As we
will see, coding effectively provides robustness to the lack of

1While this work focuses on an unslotted Aloha MAC protocol, the results
can be easily adapted to networks that use CSMA.

coordination in the VANET.

III. M ODELING HIGHWAY VANET CONNECTIVITY

The transmission power used in vehicular ad hoc networks is
typically quite large, which in turn leads to a large transmission
range. For example, transmitters operating in the Dedicated
Short Range Communication (DSRC) band can transmit up
to a range of about 300 meters [3]. Thus, the transmission
range is significantly larger than the width of the road, which
is no more than about 50 meters for an 8 lane highway, and
clearly much smaller for a road with fewer lanes. Figure 2
shows the relative sizes of the transmission range and road
width when the vehicles are making full use of the available
transmit power.

R

Fig. 2. The transmission rangeR of a vehicular network is typically much
larger than the width of the road.

Because the transmission range is much larger than the
width of the road, a reasonable model for the VANET con-
nectivity is a one-dimensional line network. Although the
vehicles may be located in different lanes, we will make the
approximation that each vehicle can communicate with any
other vehicles that are within a longitudinal distanceR from
itself along the road2.

The number of neighbors of each node depends on the
transmission range and the inter-vehicle spacing. In heavily
congested scenarios, the spacing is nearly constant and thus
the connectivity can be modeled by a graph where every node
has a fixed number of neighbors. An example where each node
has2 neighbors in both directions is shown in Figure 3. In
scenarios where traffic is flowing freely, on the other hand, the
spacing is variable. For example, the vehicle locations might
be modeled with a Poisson process.

IV. T HROUGHPUT OFMULTIHOP NETWORKS

The end-to-end throughput of a network using any random-
ized MAC protocol and network coding can be computed in

2When vehicles use a low transmit power, this approximation is no longer
valid. In the case of extremely low transmit power and a heavily congested
road, where all lanes are at the maximum vehicle density, theconnectivity can
be modeled as a two dimensional grid lattice. We will study the throughput
of the low power vehicular network in the sequel to this work.



Fig. 3. The connectivity of a VANET with uniformly spaced nodes. Each
vehicle has2 neighbors in both the forward and reverse directions.

two steps. First, the capacities of the individual links, which
depend of the MAC protocol, are computed. Then, it follows
from the max-flow min-cut theorem and Ahlswede [4] that
the throughput from source to destination is equal to the
min-cut of the link capacity graph. The key technical detail,
which differentiates this from prior work, is the problem of
starvation. Because the randomized MAC protocol induces
a random ordering of packet transmissions, the intermediate
relays may be temporarily out of new information to forward
to their neighbors.

A. Link Capacities

The link capacities can be found via a recently proposed
method from the CSMA literature. The throughput of links was
shown to be computable from a time-reversible Markov chain
in [5]. An efficiently computable approximation was given in
[6] and the approach has been further developed in [7].

As a concrete example, we will consider the linear network
shown in Figure 4, with links labeled1 through4. We begin
by listing the independent sets, the sets of links that can be
used concurrently, without interfering with each other. Inthis
example, links1 and4 can be used at the same time. However,
if any other set of multiple links are used at the same time,
a collision will occur. Thus, there are five independent setsin
this network:{1}, {2}, {3}, {4}, and{1, 4}.
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Fig. 4. An example network with four links. The independent sets are{1},
{2}, {3}, {4}, and{1, 4}.

Next, we form a Markov chain whose state is the set of
links that are carrying information at the current time. We
refer to this set as theactive links. Clearly, the state space of
the Markov chain is given by the independent sets plus the null
set. This Markov analysis is valid for networks using Aloha,
and CSMA networks without hidden nodes3.

The valid transitions of this Markov chain, and the transition
probabilities, depend on the specific MAC protocol being used.
For Aloha protocols, the Markov chain is a fully connected
graph, since the set of active links in two different timeslots is
independent. The network can transition from any independent
set to any other independent set. If the vehicular network used
CSMA, on the other hand, time dependencies are introduced
because of the backoff counter that is started when a node
senses that the channel is in use. The transition diagram for

3Any CSMA network can be made free of hidden nodes by appropriately
adjusting the carrier sensing range.

the network in Figure 4 will have a form as shown in Figure
5.
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Fig. 5. The Markov chain corresponding to the independent set of the network
in Figure 4 under a carrier sensing MAC protocol.

With any finite number of links in the graph, there will be
a finite number of independent sets. The Markov chain will
then have a steady state distribution, which can be computed
from the transition probabilities. Finally, the link capacities
are given by the fraction of time that a link is active, which
is the sum of the steady state probabilities of independent sets
containing that link. In this example,C1, the capacity of link
1, is equal toπ1 + π14. Therefore, we can produce a graph
with edge labels given by the capacities of the wireless links,
as shown in Figure 6. We will refer to this as thelink capacity
graph.
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Fig. 6. The link capacity graph of the example network in Figure 4.

When random network coding is used, and the coding is
done over a sufficiently large field, the end-to-end throughput
is equal to the min-cut of the link capacity graph with high
probability. However, this requires the assumption that all
nodes are in asaturated state, meaning they always have new
information to transmit. Consider the network in Figure 4,
and suppose that the following sequence of independent sets
are active in four consecutive timeslots:1, 2, 2, 1. Even though
nodesS andA both successfully transmitted two packets, node
B has only received one independent packet. This is because
when A transmits the second time, it has not yet received a
new packet fromS, and hence must retransmit the same packet
that it sent previously, or a scalar multiple of it. Hence, one of
the transmissions fromA is wasted because of the ordering.

In the next section, we prove that the performance loss
caused by starvation at intermediate nodes is a second order
effect, and does not reduce the rate below the min-cut. This
result has applications beyond just vehicular networks. Inthe
CSMA literature, for example, it is common to assume that
all nodes are saturated for ease of analysis.



B. End to End Throughput

Prior work on multihop wireless networks, and in particular
on carrier sense MAC protocols, often assumes that starvation
does not matter, and the throughput will not been changed
when all nodes are assumed to be in a saturated state [8], [9].
We use a result from queueing theory to show that removing
this assumption does not decrease the throughput. Even when
starvation is taken into account, the end-to-end throughput of
the network is still equal to the min-cut of the link capacity
graph.

For illustrative purposes, we will consider the example
network shown in Figure 7, with two relays between the
source and destination. The corresponding link capacity graph
is shown in Figure 8, where theCi are dependent on the MAC
protocol.
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Fig. 7. An example network with sourceS, destinationD, and two relays
A andB. Transmissions fromS may be received by both of the relay nodes.
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Fig. 8. The link capacity graph of a network with a sourceS, destinationD,
and two relaysA andB. The dashed node represents a virtual node, which
accounts for packets that are received by both of the relays.

Theorem 1: The maximum throughput of a multihop wireless
network using random linear network coding is given by the
min-cut of the link capacity graph corresponding to the MAC
protocol.

Proof: We present a sketch of the proof of this theorem.
The technical details will be presented in the sequel. First,
we find the maximum flow through the link capacity graph,
and one rate allocation that achieves this flow. We denote
the rate assigned to each link byR∗

i , and the value of the
flow by λ∗. By the max-flow min-cut theorem,λ∗ is equal to
the min-cut of the graph. Figure 9 shows therate allocation
graph corresponding to the the link capacity graph in Figure
8. Because this is a valid flow,R∗

i < Ci for all i, and the
total rate entering each intermediate node equals the totalrate
exiting. We further observe that for anyλ < λ∗, we can write
λ = γλ∗, where0 < γ < 1. Then,Ri = γR∗

i is a valid flow
that achieves rateλ.
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Fig. 9. A flow assignment that achieves the max-flow fromS to D while
respecting the link capacities.

Then, we construct a queueing network corresponding to the
rateλ and allocationRi, by introducing a genie into the origi-
nal wireless network. This genie alters the physical network in
two ways. First, each node randomly drops incoming packets
with probability 1 − Ri

Ci

. Thus, the rate of each link is now
Ri, instead of the link capacityCi. Second, packets entering
a virtual node are assigned to exactly one physical node, in
a ratio proportional to the outgoing rates from the virtual
node. Lemma 1, in Section IV-C, demonstrates that these
modifications can only decrease the end-to-end throughput.
Thus, thegenie-degraded network provides a lower bound on
the actual system.

With the genie inserted, there is now only one copy of each
packet in the network, even if a transmission was physically
received by multiple nodes. Therefore, we can represent the
flow of information in the genie-degraded system by a queue-
ing network. The queue length at each node represents how
many more packets a node has received than it has successfully
transmitted to one of its neighbors4.

The key observation is that because of interference con-
straints in the underlying wireless network, it is not possible

4Recall that each node stores all packets that it receives, and therefore the
physical buffer at each node only increases in length. Because there is no
feedback in the network-layer protocol, nodes do not know which of their
transmissions were lost due to collisions. The queue lengthis thus a virtual
quantity, of which nodes do not have any knowledge. One consequence is that
it is not possible to implement schemes where the transmission probability is
modulated by queue length, such as [8], [10].



for adjacent servers in the queueing network to process packets
at the same time. Therefore, the server processes are correlated
across the nodes, and the queueing network is ageneralized
Jackson network, as opposed to a standard Jackson network
with independent service processes.

The stability of the queueing network is the key property
for calculating the maximum throughput of the system. If the
queueing network is stable, the queue length at each node is
finite and there are only a finite number of packets at all of
the intermediate nodes at any given time. As time gets large,
the rate of packets arriving at the destination must approach
λ, the rate of packets injected into the network from the
source. On the other hand, if the queueing network is unstable,
one or more queue lengths becomes infinite and the rate of
packets arriving at the destination is less thanλ. Therefore,
the maximum end-to-end throughput is equal to the maximum
rateλ for which the queueing network is stable.

The stability of generalized Jackson networks is considered
by Lelarge [11], which is equivalent to earlier results due
to Baccelli and Foss [12], [13]. They first defineπi to be
the average number of times that a packet visits each of the
M nodes, and show thatπi satisfies the following system of
equations:

πi = p0,i +
M∑

j=1

pjiπj i = 1, . . . , M

wherepji gives the probability that a packet which has been
served byj is routed toi, andp0,i represents the fraction of
external arrivals which are first served byi. Defining µ(i) to
be the mean service rate at serveri, Lelarge shows that the
generalized Jackson network is stable if

λ
πi

µ(i)
< 1 ∀i

We now apply this theorem to the queueing system defined
by our genie-degraded wireless network. The mean service
rate of nodei is equal to the total capacity out of that node:

µ(i) =
∑

e:Out(i)

R∗

i

Changing notation so thatRij denotes the rate along the link
from nodei to nodej, the transition probabilitypij is defined
to be the fraction of outgoing rate fromi that is assigned to
the link from i to j:

pij =
Rij∑

e:Out(i) Re

For anyλ < λ∗, we can write the flow balance equation at
nodei as

∑

e:Out(i)

Re =
∑

e:In(i)

Re

wheree : Out(i) denotes the set of all edgese that flow out of
nodei. Defining the total outflow of nodei asVi =

∑

e:Out(i)

Re,

we have

Vi =
∑

e:In(i)

Re =
∑

e=(j,i)

Re

Vj

Vj =
∑

e=(j,i)

pjiVj

or
Vi =

∑

e=(j,i)

pjiVj

Now, if we setVi = λπi and observe thatp0,i = 0 for all
nodes except the source in our problem, we recover the same
system of equations inπi as in Lelarge’s theorem. This is not a
trivial point. By definingπi = 1

λ
Vi, we have in fact recovered

the correct steady state distribution on the number of timesa
packet visits each server, and can then apply the theorem for
the stability of generalized Jackson networks. It follows from
the flow balance equations and the definitions above that

γµ(i) = λπi ∀i

or
γ = λ

πi

µ(i)
∀i

Becauseγ < 1 by definition, the generalized Jackson net-
work is stable. Therefore, when the source generates packets at
rateλ < λ∗ the destination will receive new packets at average
rate λ, and the possibility of starvation at the intermediate
nodes does not reduce the throughput of the network.2

C. Genie-Degraded Wireless Networks

Lemma 1: The unicast capacity of a network using random
network coding cannot increase when nodes discard a subset
of packets that were successfully received.
Proof: We begin by examining a time-space representation
of the system, shown in Figure 10. All of the nodes in a
row represent the same physical node, with each column
corresponding to a separate time step. Thus, we can think of
the graph as “unwrapping” the time axis. We are interested in
the max-flow from the source at the first time step (the top left
node) to the destination at the final time step (the bottom right
node). Observe that the horizontal edges represent each node’s
internal buffer, i.e., each physical node stores all packets that
it receives and can code over them in future timeslots. The
diagonal edges represent successful transmissions between
nodes.

S

D

Fig. 10. A time-space representation of the network. All of the nodes in a
single row represent the same physical node at different time steps.



A node ignoring a packet that it received is equivalent to
removing one of the diagonal edges in the time-space graph,
which cannot increase the min-cut. Thus, when coding over an
infinite field, where the max-flow always equals the min-cut,
the effect of removing some edges is that the max-flow either
is unchanged or decreases.

When coding over a finite field, the probability that the
destination can decode the source data is at least(1 − 1/q)η

whereq is the field size andη is the number of links carrying
coded packets [14]. Removing edges will reduceη, which
increases this lower bound on the probability of decoding.
Thus, removing links has not increased the min-cut, but we
must increase the field sizeq if we want to guarantee that the
decoding probability in the original system meets a desired
target.2

V. THROUGHPUT OFVANETS

The results of the previous section can now be applied to
the problem of finding the throughput of a vehicular ad hoc
network. Utilizing the model presented in Section III, and
assuming that the road is in a heavily congested state where
the vehicles are approximately evenly spaced, we will assume
that each vehicle hasK neighbors both in front and behind
itself. Thus, the throughput is governed by the minimum cut,
as shown in Figure 11.

S
Cut 1 Cut 2

D
∞∞ ∞∞

Fig. 11. In the uniformly spaced vehicular network, all cutsthat do not pass
through the infinite capacity edges near the source and destination will have
the same (minimum) value.

When each vehicle has a constant number of neighbors, the
topology is regular. Hence, the minimum cut does not change
as the distance between the source and destination increases.
Instead, adding more hops to the network simply adds more
cuts with the same value, and the multihop capacity is identical
to the one-hop capacity between the source and its immediate
neighbor.

We emphasize that this is not an intuitively obvious result.
For example, in prior work [15] we proposed asynchronous
protocol based on random access and network coding, where
vehicles are grouped into spatial blocks, and transmissions
are coordinated at the block level. That result showed that
the throughput under their scheme is constant if the number
of blocks grows subexponentially in the vehicle density, but
decays to zero otherwise. Thus, in practical scenarios where
the vehicle density is limited by the physical dimensions of
the cars, there is a limited distance over which their protocol
can support a non-zero rate.

VI. CONCLUSIONS ANDFUTURE WORK

In this work, we have considered the problem of multihop
content distribution in a vehicular ad hoc network. We have
proposed distributed MAC and network layer protocols that
are compatible with the rapidly changing network topology,
and analyzed the resulting throughput. Our fundamental result
shows that by using random network coding, the throughput
is independent of the distance between the source and desti-
nation.

In the future, we intend to study the effect of practical
channel models on the system performance, as well as extend
our results beyond the single unicast communication problem
here to consider multicast and multiple overlapping unicast
sessions.
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