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Abstract—This paper investigates how to minimize the
operational cost of cloud service provider (CSP) that operates
urban neighboring data centers (DCs) in the same electricity
market and can conduct workload transfer among DCs. Due to
the substantial electricity demand of DCs, their market power
which can have impact on the locational marginal prices (LMPs)
of the electricity market should be taken into consideration. We
formulate a bilinear bilevel problem which regards the CSP as
a price maker and explores cost-minimizing workload transfer
strategies. The upper level is the operational cost minimization
problem of CSP and the lower level corresponds to the eco-
nomic dispatch problem of independent system operator (ISO)
of electricity market which determines the electricity prices. It
is challenging to directly solve the bilevel problem with bilin-
ear term in the objective function. Hence, we first reformulate
the original problem into a single level problem and then based
on the property of the problem we develop a polytope cutting
algorithm that attains the global optimal solution. The proposed
algorithm solves linear optimizations iteratively by cutting the
non-convex polytope feasible set into convex sets. In addition,
considering the varying communication environment in practice,
we analyze the impact of transfer price uncertainty on total cost
of CSP, and show that the expected cost surprisingly decreases
with the increasing uncertainty. Simulations based on the stan-
dard IEEE test cases show that the cost of CSP is significantly
reduced and a win-win result for both the CSP and independent
system operator (ISO) is possible.
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NOMENCLATURE

Variables Definitions
N Bus node set
Nb The number of buses
ε Transmission line set
Nl The number of transmission lines
Y Susceptance matrix
x Power injection by generators
� Phase angles at buses
K Angle-to-power matrix
L Line capacity vector
X Generation capacity
c1 Generation price
Nd The number of data centers
Nc The number of communication lines
m Workload transfer
M Transmission bandwidth
z0 Workload originating at DCs
z Workload processed at DCs
B Incidence matrix
Z Workload processed capacity of DCs
c2 Workload transfer price
μ, α, ᾱ, γ , γ̄ , γ , γ̄ Lagrange multipliers.

I. INTRODUCTION

THE RAPID growth of data intensive industry, such as
Internet and finance has been driving the demand of data

storing, transferring and processing continuously increasing in
an exponential way. Cloud service providers (CSPs) including
Amazon, Microsoft and Alibaba have built super-large scale
data centers (DCs), which often locate in remote areas for
cheap electricity and plenty of water that cools down IT facil-
ities. Apart from super-large DCs, a large number of smaller
DCs are built in urban areas by specialized CSPs, such as
Verizon and Equinix, to provide more reliable services with
low latency [1]. In this paper, we focus on this type of DCs,
which receive little attention in previous studies.

To be specific, we consider the pragmatic situation where
a CSP manages multiple DCs in an urban area. For exam-
ple, more than 70 DCs are located around Washington D.C.
as illustrated in Fig. 1, and Equinix alone holds 17 of them.
As these DCs are distributed in a city, they often belong to
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Fig. 1. The distribution of DCs around Ashburn [16].

the same electricity market and subject to locational marginal
prices (LMP), which is widely adopted in America. LMP
specifies different nodes different prices according to nodal
demand and supply as well as physical constraints of power
networks [2]. The CSP that owns multiple DCs in electric-
ity market employing LMPs are known to possess market
power, the ability to affect electricity prices [3]–[5]. Because,
on the one hand, one single data center presents electricity
consumption of about 10 MW, which is comparable to the
household energy usage of 1000 US families [6]. On the other
hand, the CSP can coordinate its DCs and redistribute the
workload, which strengthens their ability of adjusting the elec-
tricity demands of some nodes. Therefore, the CSP is highly
motivated by its considerable energy cost to leverage its two
abilities: 1) transferring load among its DCs, and 2) affecting
LMP, to cut down the total electricity bill that accounts for a
major share of its operational cost. It is, however, technically
challenging as the above two abilities are coupled together.

Related works on DC operation in electricity market can
be categorized into two groups. Early studies often ignore the
market power of DCs and regard them as price takers [7]–[14].
These works address optimization problems of DCs in tempo-
ral and spatial workload balancing [10], [11], [15], renewable
energy accommodation [12], [13], and electricity procure-
ment [14]. However, the price taker model only produces
suboptimal solution in practice, because the prices are cal-
culated after all bids of DCs have been collected. Sometimes,
the resultant strategy is even worse than having no strategy,
as illustrated by the example in Section II.

To overcome this drawback, recent years have witnessed the
development of price maker model that accounts the market
power of DCs. The competitions among individual participants
in both cloud computing market and electricity market are
simultaneously studies in [17] and then the data center capac-
ity expansion problem is addressed with the electricity cost
as the major consideration [18]. Studies [19], [20] consider
how workload redistribution among DCs influences the load
ratio of the grid, and adopt two-stage optimization to describe
the interaction between DCs and grid. The market power of
DCs is modeled using a supply function in [21]. Stackelberg
game [22] and matching game [23] are employed to describe
utility company choice by DCs and the real time price (RTP)
set by different utility companies. DC is compared to large-
scale storage in [24] and a prediction-based pricing is proposed
to extract the potential of DC in DR. However, instead of
admitting the pragmatic LMP model, all these studies are
developed on simple price models which shelter the impact
of workload transfer on LMP.

In summary, most of previous works on DC workload trans-
fer in electricity market either treat DC as price taker, or
assume simple price model rather than LMP to depict the
market power of DC. To this end, the problem in this paper
distinguishes from existing ones in threefold: 1) We con-
sider a CSP possessing several urban neighboring DCs and
transferring workload among them to reduce operational cost;
2) DCs are in the same electricity market, where the electric-
ity pricing mechanism adopts LMP; 3) CSP is considered as
a price maker that can anticipate how its strategy influences
the LMP. To highlight the differences between this paper and
previous works, we summarize the related work in Table I in
Appendix D.

Our technical contributions are summarized below:
• We formulate a bilinear and bilevel problem to find the

optimal workload transfer strategy of urban neighboring
DCs owned by a CSP who can anticipate its influence on
the electricity prices.

• To design effective solution, we convert the original
problem into a single level one with a linear objective on
a non-convex polytope feasible set. We propose an effi-
cient polytope cutting algorithm to solve the converted
problem.

• We analyze how the uncertainty of the workload trans-
fer cost impacts the expected operational cost of CSP.
It is shown that with the fluctuation of the transfer price
increasing, the total cost of CSP does not increase as long
as the mean of the transfer price keeps unchanged.

• The numerical results demonstrate that the total cost of
CSP is reduced and the win-win situation for CSP and
ISO is possible empirically.

The remainder of this paper is organized as follows.
Section II describes the system model. In Section III, we for-
mulate the price maker problem of CSP and transform it into
a single level problem, for which a polytope cutting algorithm
is proposed to obtain the global optimal solution. The influ-
ence of the workload transfer cost on total cost is analyzed
in Section IV. In Section V, the simulation results validate the
theoretical analysis.

II. SYSTEM MODEL

A. Power Network Model and Economic Dispatch

As shown in Fig. 2, we consider a power network which
consists of a set of buses, N = {1, 2, . . . , Nb}, and a set of
transmission lines ε (the number of transmission line is Nl).
Associated with the network is a susceptance matrix Y =
{Yij} ∈ R

Nb×Nb , where Yij > 0 is the susceptance of line (i, j),
if (i, j) ∈ ε; otherwise, Yij = 0. In this paper we consider the
direct current (dc) power flow model, which assumes that the
voltages across the buses are constant, and the phase difference
between any connected buses is small. The dc model is widely
adopted by electricity markets such as, PJM and MISO, in their
economic dispatch [2]. Without loss of generality, we assume
at each bus there are one generator and one DC. Therefore,
the market participators involved at bus i are a generator Gi, a
DC, and other electricity consumers. Denoted by x ∈ R

N and
� ∈ R

N are the power injected by generators and the phase
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angle at buses, respectively. Let z ∈ R
N and d0 ∈ R

N be the
electricity consumption of DCs and other users, respectively.

The power flow is proportional to the circuit susceptance
and the difference in voltage phase angles. When the network
topology and parameters are specified, the power flow across
circuits is determined by the difference in voltage phase angles
between the terminating buses. The electricity is balanced at
each bus, i.e.,

J� = x − z − d0 : λ, (1)

where

J = Diag(Y · 1) − Y.

Here 1 is an all-one vector. In (1) and hereafter, the vari-
able after the colon represents the Lagrange multiplier vector
associated with the constraint. We assume that d0 is inelastic.

Each transmission line has a capacity, namely,

K� ≤ L : μ, (2)

where L ∈ R
2Nl is the line capacity vector; matrix K

denotes the susceptance matrix with sign (slightly different
from matrix Y), and that the sign of [K]ij is determined by
the choice of power flow direction. When the network topol-
ogy and parameters and direction are specified, the matrix K
is subsequently uniquely determined, that is, |[K]ij|= Yij, if
(i, j) ∈ ε, otherwise [K]ij = 0.

Every generator has a limited capacity denoted as X and,

0 ≤ x ≤ X :
(
α, ᾱ

)
. (3)

Here (α, ᾱ) are the Lagrange multipliers associated with the
left inequality and the right inequality, respectively.

We employ a linear function to model the generation
cost, which is widely used in electricity market
studies [10], [25], [26], as follows:

F(x) = cT
1 x.

Conventionally, the economic dispatch (ED) problem of the
ISO is to minimize the aggregated cost of the generation, given
as follows:

ED : min
x,�

F(x)

s.t. (1), (2), (3).

Note that LMP at each bus corresponds to the Lagrange
multiplier associated with the balance equations in (1). In this
model, the price diversity of different nodes is caused by the
congestion in the network.

B. Data Center Model

As shown in Fig. 2, suppose a CSP operates Nd DCs that
are distributed across the power network and connected by
Nc communication lines, through which the workload can be
transferred. An undirected graph is used to describe the DC
network, thus associated with each line are two nonnegative
variables that indicate the workload transfer between two con-
nected DCs in both directions, respectively. Let m ∈ R

2Nc

Fig. 2. The power network and data center network.

Fig. 3. Example of workload transfer and the incidence matrix.

denote workload transfer, which is limited by the transmission
bandwidth,

0 ≤ m ≤ M :
(
β, β̄

)
. (4)

Our model is based on workload prediction, and sssume
the predicted workload originating at DCs is z0, z0 ∈ R

Nb .
Note that workload z0 is in terms of electricity demand. After
workload transfer, the workload processed at DCs is z within
the capacity Z:

z = z0 − Bm,

and

0 ≤ z ≤ Z :
(
γ , γ̄

)
, (5)

where B ∈ R
Nb×2Nc is the incidence matrix. As shown in

Fig. 3, Bij = 1 (−1), if mj is the workload sent (received) by
DC i to (from) one of its neighbors; otherwise, Bij = 0.

It is worth mentioning that the workload is pre-scheduled
to be transfered among data centers when the CSP purchases
electricity from day ahead market. When the workload arrive
in real time, the CSP transfers the workload as planed. The
mismatch of the predicted workload and the real workload is
compensated by real time balancing or real time electricity
procurement.

Assume workload transfer incurs a bandwidth and commu-
nication latency cost R(m):

R(m) = cT
2 m, (6)

where c2 is a constant vector denoting the workload transfer
price among DCs. Thus, the total cost of CSP consists of the
workload transfer cost and the electricity cost:

G(m) = R(m) + λTz = cT
2 m − λTBm + λTz0. (7)
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Fig. 4. A four bus two DC example.

Observation: The communication lines can be regarded
as special power transmission lines, as shifting workloads
between two buses is equivalent to moving power between
them in reverse direction. Meanwhile, such workload (equiv-
alently power) transmission does not have to obey the
Kirchhoff’s Law. Thus, the integration of communication lines
into the power system has its own advantages over directly
building transmission lines.

There are two connections between DCs and economic dis-
patch: 1) energy, i.e., through the energy balance equation (1),
and 2) economics, that is, solving economic dispatch problem
yields electricity prices λ and the CSP transfer workload
according electricity prices.

III. PRICE TAKER MODEL AND PRACTICAL ISSUE

A. A Noncooperative Game Between ISO and CSP

In this part, we assume that ISO and CSP do not share
any information with each other and CSP is a price taker.
CSP minimizes its cost by workload transfer according its
estimation of LMP, which can be written as:

CSP : min
m

G(m)

s.t. (4), (5).

In the noncooperative context of our model, both ISO and
CSP are selfish and aim to maximize their own profit (or
minimize their own cost) by their actions. Their best strat-
egy depends on each other. Specifically, as rational players,
provided the ISO has possessed how the CSP transfers its
workload, it solves the ED to obtain best strategy. Meanwhile,
given the CSP knows the strategy of ISO, the electricity price,
it attains the best workload transfer strategy by minimizing
G(m). Therefore, the exists reciprocal dependency between
the actions of ISO and CSP. This clarifies that the interaction
of ISO and CSP can be characterized as a noncooperative
game as characterized below.

• Players: ISO and CSP.
• Strategy: ISO: (x,�, λ) satisfying constraints (1)-(3);

CSP: m satisfying constraints (4)-(5).
• Payoff: ISO: −F(x); CSP: −G(m).

The following theorem characterizes the property of the game.

Theorem 1: The game equilibrium is the optimal solution
of the social cost minimization problem defined as

SCM : min
x,�,m

F(x) + R(m)

s.t. (1)–(5).

Please see the proof in Appendix A. The monetary cost or
revenue is not included in social cost, because the monetary
transfer between the ISO and CSP cancels out. (In other words,
if the payment is taken into consideration, both ISO ands CSP
should include the monetary term in their total cost. The total
social cost is: F(x)−λTz+G(m) = F(x)−λTz+R(m)+λTz =
F(x) + R(m)). This result is appealing in that it means even
in the strategic setting, there is no optimality loss in social
cost as compared to the coordinating setting where the social
cost is minimized. However, the social optimal solution may
not be optimal for CSP and its cost can be worse than the
situation where no workload is transferred, which is not ideal
for the CSP. Moreover, to reach this solution usually requires a
multi-round process where CSP and ISO exchange their price
and demand information iteratively, which is not feasible in
current electricity market.

B. Practical Issue

In today’s electricity market, CSP has to report its nodal
demands to ISO before LMP is computed and released, and
the reported demands are not revisable. If the CSP implements
optimal workload transfer strategy based on the LMP estima-
tion from historical data, it may end up paying more than it
does not transfer any workload. This situation is illustrated by
the following example.

Example: (In this example the electricity and workload are
in terms of MW and the cost is in dollar.) Consider a sim-
ple network with four buses and two DC as illustrated in
Fig. 4(a), of which the electrical characteristics are drawn
from the example in [27, p. 56]. Assume that the marginal
cost of generators are constants, 40, 20, and 50, respectively.
Their generation capacities are 1.5, 1.0, and 1.5. Suppose two
DCs are owned by the same CSP, and the workload transfer
capacity between them is 0.3 and the transfer price is 5. The
workload originated at DC 1 and DC 2 are 1.0 and the load of
other users at bus 1 is 1.1. Solving ED problem shows that if
there is no workload transfer, the electricity price at bus 1 and
bus 3 is 65 and 20, respectively. When CSP is a price taker,
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it believes that its behavior has no influence on price. Thus it
will transfer 0.3 workload to bus 3 and anticipate the total cost
to be 68.0. However, the actual price at both bus 1 and 3 will
change to 50, and the total cost of CSP is 81.5. Fig. 4(b) and
Fig. 4(c) show how the workload transfer changes the nodal
price and total cost of CSP.

IV. PRICE MAKER FORMULATION AND SOLUTION

A. Problem Formulation and Reformulation

In this section, we regard CSP as a price maker and further
consider an ideal scenario, where CSP possesses an accurate
model characterizing the relationship between LMP (λ) and its
strategy (m). In other words, CSP has learned all the parame-
ters of problem ED, which is enabled by a large body of stud-
ies concerning how to accurately extract the power network
information from limited observations [28]–[31]. Therefore,
from the perspective of CSP the interaction between it and
ISO can be regarded as a Stackelberg game, where CSP is
the leader and ISO is the follower as formulated below. For
brevity, we use � = [λ,μ, α, ᾱ] to collect all the Lagrange
multipliers associated with equations (1)-(3).

CSPa : min
m

G(m) = cT
2 m − λTBm + λTz0

s.t. (4), (5)

(x,�,�) solves ED, (8)

where ED problem as the lower level problem is embedded
in (8), and makes CSPa a two-level problem.

It is known that the two-level problem is NP hard even
if the problems at both levels are LP [32]. Even more chal-
lenging, the upper level objective function G(m) includes a
nonconvex bilinear term, λTBm, which contains upper level
decision variable, m, and lower level dual variable, λ. The
common way to deal with two-level problem is to replace the
lower level problem by its KKT conditions and then convert
it into a mixed integer problem by the big-M method [26].
However, directly employing this method results in a mixed
integer bilinear nonconvex problem, for which it is difficult to
solve.

In the following, we explore the structure of the problem
and reformulate it into a special form that possesses linear
objective and complementary constraints. First, this two-level
problem can be converted into a single level problem by
replacing the embedded ED problem by its KKT conditions:

c1
T − λT − αT + ᾱT = 0; (9a)

λTJ + μTK = 0; (9b)

J� = x −
(

z0 − Bm
)

− d0; (9c)

K� ≤ L; (9d)

0 ≤ x ≤ X; (9e)

μ, α, ᾱ ≥ 0; (9f)

μT(K� − L) = 0; (9g)

αTx = 0; (9h)

ᾱT(x − X) = 0. (9i)

Then, by multiplying (9a) by x and together with (9h) and (9i)
we have:

λTx = cT
1 x − αTx + ᾱTx

= cT
1 x + ᾱTX. (10)

By multiplying (9b) by � and together with (9g) we have:

λTJ� = −μTK� = −μTL. (11)

Multiplying (9c) by λT and combining (10) and (11) give:

λT
(

z0 − Bm
)

= −
(
λTJ� − λTx + λTd0

)

= μTL + cT
1 x + ᾱTX − λTd0. (12)

Equation (12) indicates the bilinear term, λT(z0 − Bm), can
be replaced by a linear term. Therefore, the objective function
of the upper level can be written as a linear function:

G(m) = cT
2 m + λT

(
z0 − Bm

)

= cT
2 m + cT

1 x + LTμ + XTᾱ − d0Tλ

� g(m, x,�,�) (13)

Thus, CSPa is equivalent to the following problem:

CSPb : min
m,x,�,�

g(m, x,�,�)

s.t. (4), (5), (9) (14)

By above manipulations, CSPa has been equivalently con-
verted into CSPb, a problem with linear objective and
complementary constraints. The only barrier lies in the com-
plementary constraints (9g)-(9i), for which we will develop a
novel algorithm as detailed next.

B. Polytope Cutting Algorithm

It can been proved that the space shaped by
constraints (4), (5) and (9) is a polytope [33]. It is based on
this property that we develop our algorithm to solve CSPb.
Below we will first give the definition of convex polytope
and polytope [33].

Definition 1 (Convex Polytope): A convex polytope is
defined as the intersection of a finite number of halfspaces,
or a convex hull of any finite set of points.

Definition 2 (Polytope): A polytope is the union of finite
number of convex polytope sets.

Let S1 and S2 denote the set described by (4), (5), (9a)-(9f)
and (4), (5), (9), respectively. From above definitions, S1 is
a convex polytope and S2 is a polytope, and the relationship
between them is stated below.

Theorem 2: If the problem CSPb is feasible, S2 is at the
face of S1. (The face of a polytope is its surface, or boundary.)

The proof is in Appendix B. According to above theorem, S2
is a subset of S1 and can be regarded as a nonconvex polytope
that consists of convex polytopes. Fig. 5(a) demonstrates this
relationship in a two-dimension space. S1 is a convex polygon
constructed by linear inequalities and S2, the union of orange
edges formed by linear inequalities and nonlinear equalities,
is obvious non-convex. Nevertheless, each element of S2, the
edge, is convex.
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Fig. 5. An example of how a three-level tree develops.

The key idea of the algorithm is to find the solution by
reducing the feasible set from S1 to the convex component
of S2. Step by step, S1 is cut into convex polytopes, upon
which convex optimization problems are solved. For simplicity
we define t = [L − K�; x; X − x] ∈ R

2(Nb+Nl), then (9g)-(9i)
can be written as

�T t = 0. (15)

Let ui ∈ {0, 1}i, i ∈ {0, 1, 2, . . . , N}, where N = 2(Nb + Nl).
We use S(ui) to denote the space shaped by fixing i compo-
nents of t to be 0:

S(ui) =
{

�j = 0, tj ≥ 0 if uj
i = 1;

�j ≥ 0, tj = 0 if uj
i = 0.

(16)

Here [·]j denotes the jth component of a vector.
Then, it is straightforward that S2 can be written as:

S2 =
⋃

uN∈{0,1}N

S1 ∩ S(uN). (17)

For each uN ∈ {0, 1}N , S1 ∩ S(uN) is a convex face of S1.
For each ui ∈ {0, 1}i, i ∈ {1, 2, . . . , N}, S1 ∩ S(ui) is a convex
polytope containing at least one of the faces S1 ∩S(uN), uN ∈
{0, 1}N .

Based on Theorem 2 and above analysis we design the
following polytope cutting algorithm to obtain the solution
of CSPa. We first define four sets: Pk containing the index
of the complementary constraints that have been examined,
	+

k = {i|i ∈ Pk,�
i = 0},	−

k = {i|i ∈ Pk, ti = 0}, and
	0

k = {i|i /∈ Pk}. Fu is the candidate of optimal objective
value.

• Step 1 (Initialization): k = 0, set 	+
k = ∅, 	−

k = ∅,
	0

k = {1, 2, . . . , N}, Pk = ∅, Fu = F̄. (F̄ is a large
enough constant.)

• Step 2 (Iteration k): Set �i = 0 for i ∈ 	+
k and ti = 0

for i ∈ 	−
k . If problem CSPLb is infeasible, go to

Step 6. Otherwise, solve CSPLb and obtain the solu-
tion (m∗

k , x∗
k ,�

∗
k) and the corresponding objective value

g∗
k = g(m∗

k , x∗
k ,�

∗
k).

• Step 3 (Fathoming): If g∗
k ≥ Fu, go to Step 6.

• Step 4 (Branching): If �i
kti

k = 0 hold for i = 1, 2, . . . , N,
go to Step 5; Otherwise, set i′ = arg maxi �

iti. Update
	+

i = 	+
i ∪ {i′} and 	0

i = 	0
i \{i′}, Pk = [Pk−1 i′], and

go to Step 2.
• Step 5 (Updating): Fu = g∗

k .

Fig. 6. The corresponding feasible sets of each layer in the brand-and-bound
tree.

• Step 6 (Backtracking): If there is no live node, i.e., 	0
k =

∅, go to Step 7. Otherwise trace back to the last node
where new branch is possible, branch and update 	+

k ,
	−

k , 	0
k , Pk accordingly, and go to 2.

• Step 7 (Result): If Fu = F̄, no feasible solution exists.
Otherwise, the optimal solution is that with Fu.

In Step 2, problem CSLPb in iteration k is an LP problem
and is defined as

CSPLb: min
m,x,�,�

g(m, x,�,�)

s.t. (4), (5), (9a)−(9f),

�i = 0,∀i ∈ 	+
k ,

ti = 0,∀i ∈ 	−
k . (18)

The branch-and-bound tree is visualized in Fig. 6 (ui repre-
sents one possible realization), where the proposed algorithm
starts from the root node (S1) and goes down to lower layer
(S2) to check if the optimal solution can be obtained at a node.
The corresponding feasible sets of the layers from the top to
the bottom shrink from S1 to S2. The optimal solution may
be found before reaching the bottom layer. In each iteration,
at Step 2, the objective is minimized upon a convex polytope
containing at least one of the components of S2. Step 4 checks
if the solution lies in S2; if it does, the solution is a candidate for
the optimum. Step 6 checks if there exist nodes to be examined
in next iteration. The proposed algorithm can find the global
optimal solution, because in the worst case it searches all the
nodes. Fortunately, in practice the algorithm usually finds the
optimal solution in a small number of iterations, which is ver-
ified in our simulation in Section VI. An illustrative example
is given below to show how the algorithm proceeds.

As illustrated in Fig. 5(a), the feasible set of the original
problem, S2, contains four edges of the convex polytope S1.
The root node corresponds to a convex optimization problem
upon the feasible set S1 as shown in Fig. 5(b), where the blue
point represents the solution. The solution is not feasible for
the original problem, thus a constraint is added and the feasible
set is cut into a new convex set shown in Fig. 5(c). Similarly,
the feasible set is further cut, and a feasible solution is obtained
in Fig. 5(d), and Fu is updated. Next, the tree branches as
Fig. 5(e). Then it traces back to the root node and continues to
branch as demonstrated in Fig. 5(f). Suppose here a smallest
ever objective is obtained, then the nodes below (shown by
the dashed ones) are eliminated, because they cannot provide
a better solution. Therefore, the algorithm stops at this node
and returns the solution found in Fig. 5(f).
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The proposed algorithm is developed following the ideas
of branch-and-bound and cutting plane methods, and it solves
only a simple linear problem in each iteration. In terms of the
difference between our algorithm and cutting plane method,
usually cutting plane is commonly adopted to find integer
solutions to mixed integer linear programming (MILP) prob-
lems, as well as to solve general, not necessarily differentiable
convex optimization problems. In comparison, our algorithm, a
combination of branch-and-bound and cutting plane method,
solves our noncovex problem which contains bilinear terms
in the constraints. Note that Big-M method can linearize
the bilinear term in constraints by introducing auxiliary inte-
ger variables. However, bilinear terms exist in both objective
function and constraints in CSPb. Therefore, adopting con-
ventional Big-M method [26], [34] or Benders decomposi-
tion [18], [35], [36] to solve the original problem requires
us to solve a nonlinear problem in each iteration. Obviously,
it is more expensive than our algorithm which solves linear
problems instead. The proposed algorithm performs well for
practical engineering problems, which is verified in our numer-
ical studies. However, the limitation of the presented algorithm
is that theoretically the computation grows exponentially with
the problem size in worst case. To tackle this problem, in
practical implementation, if the computation time to solve the
problem is limited, the algorithm can stop before a global
solution is found and return a local optimal solution. A local
optimal solution is usually acceptable in practice considering
the nonconvexity of the problem.

V. THE INFLUENCE OF TRANSFER PRICE UNCERTAINTY

In practice, the workload transfer price is not constant,
because of the continuously vary network conditions. For exam-
ple, congestion in communication lines induces a large delay of
workload transfer, which corresponds to a high transfer price.
Assume the transfer price c2 follows a distribution within a
certain range, and the entries of c2 are independent. We use
variance σ 2 to represent the fluctuation or uncertainty of the
transfer price c2. To investigate the impact of the fluctuation
of transfer price on total cost of CSP, we assume that ca

2 and
cb

2 are two transfer prices sampled from possibly different dis-
tributions, and they have the same mean but different variance
σ 2

a and σ 2
b . Let g∗(c2) = g(m∗, x∗,�∗,�∗) denote the optimal

objective value given c2. The following theorem addresses the
expected cost of CSP in presence of transfer price uncertainty.

Theorem 3: The larger transfer price fluctuation does not
cause more total cost. Mathematically, assume that ca

2 and cb
2

are the transfer price with the same mean but different vari-
ance, i.e., E[ca

2] = E[cb
2] and σ 2

a ≥ σ 2
b (element wise lager than

or equal to), then the expected cost under ca
2 is not higher than

that under cb
2, namely, E[g∗(ca

2)] ≤ E[g∗(cb
2)].

Please see Appendix C for the proof. It seems counterintu-
itive that the expected cost of the CSP will not increase with
the increase of transfer price fluctuation, given the same mean
of price. The intuition behind it is that when transfer price is
low, the overall cost can be significantly reduced by workload
transfer. With the increase of transfer price, the total cost will
rise. But when the transfer price is too high, the total cost will

Fig. 7. 6 distributed DCs in an IEEE 14 bus test system.

Fig. 8. The iteration process of the proposed algorithm.

not increase any more, because the cost reduction from work-
load transfer cannot compensate transfer cost. In other words,
this communication line will not be used when the transfer
price exceeds a certain threshold. Provided the mean of the
price is fixed, the price with larger variance is more likely
to be high (at the same time more likely to be low) com-
pared with the price with smaller variance. Therefore, when
the fluctuation is significant, more benefit of the low price is
enjoyed and the poison of the high price is circumvented.

VI. SIMULATION

To validate the effectiveness of the proposed algorithm, we
carry out the simulations on two standard IEEE test feeders,
IEEE 14 bus case and IEEE 118 bus case [37], of which the
details are presented in next two subsections.

A. IEEE 14 Bus Test Case

1) Simulation Setup: As illustrated in Fig. 7, we consider
a CSP with 6 DCs and 9 communication lines. In our simula-
tion we scale the demand and line capacity to make the LMP
in the network different. We set c1 = [20, 30, 40, 30, 45]T

(vector c1 in our model should be of length Nb, but here
we only give the cost of 5 generators, other elements of c1
are 0. Below we give the parameters in the same manner.)
z0 = [4.4, 5.5, 3.3, 6.6, 5.5, 3.85]T , Z = [6, 8, 5.5, 9, 7, 5]T ,
and M = [3.6, 4.8, 2.4, 1.2, 6.0, 2.4, 1.2, 4.8, 3.6]T , c2 =
[9, 13.5, 18.0, 10.5, 15.9, 21.0, 18.3, 13.5, 18.0]T .

2) Price Maker v.s. Price Taker: First we show the
proposed algorithm is effective in finding the global optimal
solution. As demonstrated in Fig. 8, the algorithm stops after
112 iterations and obtains optimal solution. Note that in our
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Fig. 9. The different impact of price taker and price maker behavior.

Fig. 10. The price difference and workload transfer of the links.

simulation we initialize Fu = 5000, which is large enough for
this simulation setting.

The impact of the workload transfer of DCs on electricity
market is compared under three different settings in which CSP
participates in the electricity market: 1) the price maker model,
2) the price taker model as in work [12], and 3) no workload
transfer. Note that in our simulations the price is terms on
$/MWh. Fig. 14(a) shows that LMP in both price maker model
and price taker model is flattened compared with the case with-
out workload transfer, because workload transfer relieves the
power network congestion. The price maker model influences
the price on behalf of the CSP, therefore it results in a rel-
atively lower price than the price taker model. Illustrated in
Fig. 14(b) is the workload processed at each DC after work-
load transfer. As a price maker, CSP can anticipate how its
strategy changes the price, therefore it transfers the workload
at DC 5 and 6 (bus 13 and 14) to other DCs without increasing
the prices of other nodes too much but significantly reducing
the prices at bus 13 and 14.

The workload transfer will influence the generation schedul-
ing of the grid as shown in Fig. 14(c). When no workload
transfer is conducted, the grid has to use the most expensive
generator, generator 5, to balance the supply and demand. The
output of generator 5 is reduced when the workload transfer
is allowed, and further reduced to zero when CSP is a price
maker. Note that even the price taker model is essentially min-
imizing the social cost (the total cost of the generation and
workload transfer), it obtains a social cost of 5357.3 which is
only slightly lower than that of the price maker model, 5365.5.
While the latter yields a much smaller CSP cost (1083.0) than
the former (1348.0). This is because that CSP, as a price maker,
can significantly reduce LMP at expense of a slightly higher
transfer cost.

Fig. 11. The influence of transfer price on total cost of CSP.

Fig. 12. The expected total cost decreases with the increasing transfer price
uncertainty.

Furthermore, it is worth mentioning that the workload trans-
fer strategy of CSP can result in a win-win situation, i.e.,
mutually beneficial for both CSP and ISO. As seen in this
example, without workload transfer the costs of CSP and
ISO are 1583.7 and 5435.6, respectively, which are reduced
to 1083.0 and 5251.0 when the price maker workload trans-
fer strategy is implemented. Further discussions about the
conditions on which the win-win situation is guaranteed to
appear remain to be our future work.

Fig. 10 shows workload transfer, transfer price and electricity
price difference between two end nodes of a communication
link. When the signs of workload transfer and price difference
are the same, the workload is transferred from the higher price
node to the lower one. For the price taker model, DCs with
net workload injection (extraction) are two DCs located in the
two buses with lowest (highest) LMP. It is also notable that
even when the electricity price difference is not larger than the
transfer price, there may still be workload transferred through
a link, for example link 4. This is because a DC can play
as a relay to transfer workload for two DCs with electricity
price difference larger than the transfer price. In the price
taker model, the price difference between the source DC and

Authorized licensed use limited to: Zhejiang University. Downloaded on July 01,2020 at 08:58:34 UTC from IEEE Xplore.  Restrictions apply. 



SUN et al.: WORKLOAD TRANSFER STRATEGY OF URBAN NEIGHBORING DCs WITH MARKET POWER IN LOCAL ELECTRICITY MARKET 3091

Fig. 13. Electricity prices across all buses.

Fig. 14. Average electricity price over buses, data centers and generators.

destination DC must be larger than the transfer price between
the two DCs, which is the incentive for workload transfer.
However, the situation is quite different in the price maker
model. There can be workload transfer even electricity price
difference between the source DC and the destination DC is less
than transfer price. Because the price maker understands how
its behavior influences the prices, its behavior does not totally
determined by the prices as that of the price taker does. This
is demonstrated by the result that there is workload transfer in
price maker model through link 1, where the price difference
of the two DCs is less than the transfer price.

3) The Transfer Price Uncertainty: Fig. 11 demonstrates
that the optimal total cost of CSP is an increasing and concave
function of c2. In our simulation, we vary the transfer price
of the link 9 (connecting DC 5 and 6) and keep all the other
transfer prices fixed. When the mean of transfer price of link
9 is 18 and the variance increases from 0 to 95, the total
cost decreases from 1083.0 to 1077.2, which coincides with
Theorem 3 as shown in Fig. 12.

B. IEEE 118 Bus Test Case

In this case, we enumerate 34 DCs, each of which is con-
nected to 3 other DCs on average. Fig. 13 shows the electricity
prices over all buses under different models. Compared with
Fig. 13(c), Fig. 13(a) and Fig. 13(b) show that workload
transfer can smooth the price diversity over buses, which
verifies that the links among DCs can be regarded as power
transmission lines to relieve the power network congestion.

Then we show the average electricity price from three
perspectives. Let define Pbus = λT (z+d0)

1T (z+d0)
, PDC = λT z

1T z , and

Pg = cT
1 x

1T x , as the average price over all buses, data centers,
and generators. Note that the average price of generators is
the electricity generation price. It is shown by Fig. 14 that
the price maker model yields the lowest selling price no mat-
ter for all the buses or for the buses where there are DCs,

which means that the price model benefits all the consumers.
When there is a DC at a bus the price is significantly lower
than other two models. For the electricity generation price, the
price difference is not significant, and the price maker model
generates slightly higher price than the price taker model does.
It is obvious that Pbus is higher than Pg, because that there is
congestion which leads to transmission cost.

VII. CONCLUSION

The growing electricity demand of data centers has driven
cloud service providers to pursue effective and efficient
data center operation scheme to reduce their operational
expenditure. In this context, the CSP that operates urban neigh-
boring data centers can transfer workload to the data centers
where electricity is cheaper. However, the enormous electric-
ity consumption endows the data centers market power, which
means the electricity prices change with the workload redis-
tribution. In order to model the market power of data center,
the optimization problem for CSP is formulated as a bilevel
problem, where the upper level deals with the goal of CSP
and the lower level is the economic dispatch problem that
yields the electricity prices. Compared with previous works,
the market power is clearly characterized in this bilevel model.
Although being mathematically elegant, this bilevel problem
is nonconvex, and thus to solve it directly is challenging. By
exploiting the structure and property of the problem, we refor-
mulate it and develop a polytope cutting algorithm to obtain
the global optimal solution. The simulation results verify that
the workload transfer has significant impact on the electricity
prices and in some certain settings, both CSP and ISO can
observe cost reduction from the workload transfer. However,
it is not clear under what condition such win-win situation is
guaranteed to exist, which deserves further effort.

APPENDIX A
PROOF OF THEOREM 1

Proof: Let (x∗,�∗, λ∗, m∗) be the equilibrium decision of
both players. At the equilibrium, both players are playing the
best response strategy. Therefore, given m∗, (x∗,�∗, λ∗) is the
minimizer of ED, and given (x∗,�∗, λ∗), m∗ is the solution
of CSP.

In other words, (x∗,�∗, λ∗) satisfies the following KKT
conditions of problem ED when m = m∗.

c∗
1

T − λ∗T − α∗T + ᾱ∗T = 0; (19a)

J�∗ = x∗ −
(

z0 − Bm∗) − d0; (19b)

Authorized licensed use limited to: Zhejiang University. Downloaded on July 01,2020 at 08:58:34 UTC from IEEE Xplore.  Restrictions apply. 



3092 IEEE TRANSACTIONS ON SMART GRID, VOL. 11, NO. 4, JULY 2020

TABLE I
SUMMARY OF WORKS ON THE PARTICIPATION OF DC IN ELECTRICITY MARKET

λ∗TJ + μ∗TK = 0; (19c)

K�∗ ≤ L; (19d)

0 ≤ x∗ ≤ X; (19e)

μ∗T(
K�∗ − L

) = 0; (19f)

α∗x∗ = 0; (19g)

ᾱ∗T(
x∗ − X

) = 0; (19h)

μ∗, α∗, ᾱ∗ ≥ 0. (19i)

Similarly, when (x,�, λ) = (x∗,�∗, λ∗), m∗ satisfies the
following KKT conditions.

c∗
2

T − λ∗TB + γ ∗TB − γ̄ ∗TB − β∗T + β̄∗T = 0; (20a)

0 ≤ m∗ ≤ M; (20b)

0 ≤ z0 − Bm∗ ≤ Z; (20c)

γ ∗T
(

z0 − Bm∗) = 0; (20d)

γ̄ ∗T
(

z0 − Bm∗ − Z
)

= 0; (20e)

β∗Tm∗ = 0; (20f)

β̄∗T(
m∗ − M

) = 0; (20g)

γ ∗, γ̄ ∗, β∗, β̄∗ ≥ 0. (20h)

It can be verified that (19) and (20) is exactly the KKT
conditions of problem SCM. Since problem SCM is a con-
vex optimization problem with Slater conditions satisfied
(This is usually true for practical engineering problems),
(x∗,�∗, λ∗, m∗) satisfying its KKT conditions is the optimal
solution.

APPENDIX B
PROOF OF THEOREM 2

Proof: (The proof is inspired by the work in [33] and [38].)
CSPb is equivalent to the following two level problem:

CSPc : min
m

g(m, x,�,�)

s.t. (4), (5)

(x,�,�) solves

min
x,�,�

h(m, x,�)

s.t. (9a)–(9f), (21)

where h(m, x,�) = c1
Tx − [(z0 − Bm)Tλ + d0T

λ − LT

μ − XTᾱ]. The KKT conditions in (9) are equivalent to the
CSPc’s lower level problem which combines both the primal
and dual problem of ED.

Now we prove that S2 is the face of S1 by contradiction.
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According to the definition of S1 and S2, for any y ∈ S2,
there exist yi ∈ S1 and ri > 0, i = 1, 2, . . . , p and

∑p
i=1

ri = 1, such that y = ∑p
i=1 riyi. Suppose that there exists a

q ∈ {1, 2, . . . , p} such that yq = (mq, xq,�q) /∈ S2. Then
there exists a ŷq such that ŷq = (mq, xq, �̂q) ∈ S2 and h(yq) =
h(mq, xq,�q) > h(mq, xq, �̂q) = h(ŷq). Thus,

ŷ = rqŷq +
p∑

i=1,i �=q

riyi ∈ S1. (22)

Therefore,

h(y) = rqh
(
yq

) +
p∑

i=1,i �=q

rih(yi) > rqh
(
ŷq

) +
p∑

i=1,i �=q

rih(yi)

(23)

which contradicts with the assumption y ∈ S2.
Therefore, S2 as well as the optimal solution must be on

the face of S1.

APPENDIX C
PROOF OF THEOREM 3

Proof: First we prove that g∗(c2) is a concave function of
c2:

From (13), it can be obtained g∗(c2) = c2
Tm∗(c2) +

c1
Tx∗(c2) + LTμ∗(c2) + XTᾱ∗(c2) − d0T

λ∗(c2). Let c1
2 and

c2
2 be any values in [c2, c̄2], and δ ∈ (0, 1), then c0

2 =
δc1

2 + (1 − δ)c2
2 ∈ [c2, c̄2]. Therefore,

g∗(c0
2

)
= c2

Tm∗(c0
2

)
+ c0

1
T

x∗(c0
2

)

+ LTμ∗(c0
2

)
+ XTᾱ∗(c0

2

)
− d0T

λ∗(c0
2

)

= δ
[
c2

Tm∗(c0
2

)
+ c1

1
T

x∗(c0
2

)

+ LTμ∗(c0
2

)
+ XTᾱ∗(c0

2

)
− d0T

λ∗(c0
2

)]

+ (1 − δ)
[
c2

Tm∗(c0
2

)
+ c2

1
T

x∗(c0
2

)
+ LTμ∗(c0

2

)

+ XTᾱ∗(c0
2

)
− d0T

λ∗(c0
2

)]
(24)

Since (m∗(c1
2), x∗(c1

2),�
∗(c1

2)) and (m∗(c2
2), x∗(c2

2),�
∗(c2

2))

are the optimal solutions that minimize g(c2) given c2 = c1
2

and c2 = c2
2, respectively.

g∗(c0
2

)
≥ δ

[
c2

Tm∗(c1
2

)
+ c1

1
T

x∗(c1
2

)

+ LTμ∗(c1
2

)
+ XTᾱ∗(c1

2

)
− d0T

λ∗(c1
2

)]

+ (1 − δ)
[
c2

Tm∗(c2
2

)
+ c2

1
T

x∗(c2
2

)
+ LTμ∗(c2

2

)

+ XTᾱ∗(c2
2

)
− d0T

λ∗(c2
2

)]

= δg∗(c1
2

)
+ (1 − δ)g∗(c2

2

)
. (25)

Above inequality implies that g∗(c2) is a concave function
of c2. For a concave function g∗(·), and ca

2 and cb
2 satisfy-

ing E[ca
2] = E[cb

2] and σ 2
a ≥ σ 2

b , it directly follows that
E[g∗(ca

2)] ≤ E[g∗(cb
2)] according to [10, Proposition 4].

APPENDIX D
SUMMARY OF RELATED WORKS

See Table I.
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