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Abstract—We consider a delay-constrained unicast scenario,
where a source node streams perishable information to a des-
tination node over a directed acyclic graph subject to a delay
constraint. Transmission along any edge incurs unit delay, and
we require that every information bit generated at the source
in the beginning of time t to be received and recovered by
the destination in the end of time t + D � 1 where D > 0

is the maximum allowed communication delay. We study the
corresponding delay-constrained (d-cn) unicast capacity problem.

When only routing is allowed, [Ying, et al. 2011] showed
that the aforementioned d-cn unicast routing capacity can be
characterized and computed efficiently. However, the d-cn ca-
pacity problem changes completely when network coding (NC) is
allowed. In this work, we construct the first example showing that
NC can achieve strictly higher d-cn throughput than routing even
for the single unicast setting and the NC gain can be arbitrarily
close to 2 in some instances. This is in sharp contrast to the delay-
unconstrained (D ! 1) single-unicast case where the classic
min-cut/max-flow theorem implies that coding cannot improve
throughput over routing. Finally, we propose a new upper bound
on the d-cn unicast NC capacity and elaborate its connections
to the existing routing-based results [Ying, et al. 2011]. Overall,
our results suggest that d-cn communication is fundamentally
different from the well-understood delay-unconstrained one and
call for investigation participation.

I. INTRODUCTION

Consider a network modeled as a directed acyclic graph

G, for which each edge has a capacity constraint and in-

curs a unit transmission delay. We consider exclusively a

delay-constrained (d-cn) single-unicast scenario where a single

source node, denoted as s, streams perishable information

to a single destination node, denoted as d, over the graph

G. Every information bit generated at s in the beginning of

time t has to be received and recovered by d by the end of

time t + D � 1. Namely, the maximum allowed end-to-end

communication delay of any packet is (t+D�1)� t+1 = D,

where the value of D is specified by the delay requirement of

the applications.

In this paper, we study the d-cn unicast capacity problem,

i.e., computing and achieving the maximum rate at which s

can stream perishable information to d subject to the delay

constraint D.

The problem is important for delay-sensitive multimedia

communication systems, and for delivering real-time control

messages for cyber-physical systems. In general, an optimal d-

cn communication scheme needs to decide the optimal routes

of the information flow in space in order to fully utilize

all the link capacity resources, while simultaneously tracking

the delay of individual packets in time to ensure the packets

can arrive at d and the information can be recovered before

expiration. The design problem becomes even more involved

when we allow for network coding (NC) [1] at intermediate

nodes that intelligently mix the information content in packets

before forwarding them. Such a 3-way coupling among space,

time, and NC choices creates a unique challenge and our

understanding of d-cn network capacity is still nascent.

When D is sufficiently large (e.g., larger than the end-to-end

delay of the longest path between s and d), any communication

scheme can always meet the delay constraint. Therefore, the

delay-unconstrained (since D ! 1) single-unicast capacity

can be characterized by the classic min-cut/max-flow theorem,

and an optimal routing solution can be obtained in polynomial

time using the Ford-Fulkerson algorithm [2]. Since optimal

routing already achieves the capacity, i.e., the min-cut value,

NC cannot improve throughput over optimal routing when

there is only one unicast flow in the network.

The story changes completely when D is small (i.e., when

the delay constraint is active). For example, the d-cn unicast

routing capacity has to be computed by the concept of soft

edge-cuts [3], [4], which is different from the standard graph-

theoretic notion of edge cuts. Also, as will be illustrated in

Section III, there are some simple network instances for which

optimal routing can achieve strictly higher d-cn throughput

than random linear network coding (RLNC), a sharp contrast

to the delay-unconstrained case in which both RLNC and

optimal routing can achieve the single-unicast capacity [5].

Overall, we observe that the landscape of d-cn unicast

is fundamentally different from the well-understood delay-

unconstrained one. In this paper, we study the d-cn unicast

capacity problem and make the following contributions.

. This work shows for the first time in the literature that

for d-cn traffic, NC can achieve strictly higher throughput than

optimal routing even for single unicast and the NC gain be

arbitrarily close to 2.

The result is interesting in the following sense. Most of the

Internet traffic is unicast. One of the fundamental results in

NC is that routing achieves the single-unicast capacity when

there is no delay constraint. This implies that to capitalize

the NC benefits for delay-insensitive unicast traffic, one has

to perform NC over multiple coexisting flows, the so-called

inter-flow NC. It is known that designing the optimal inter-
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Fig. 1: A simple example with D = 3 that demonstrates the key differences of the delay-constrained setting.

flow NC scheme is a notoriously hard problem, see [6] and

the references therein. What exacerbates the problem is that

even if we can design an optimal inter-flow NC scheme in a

theoretic setting, in practice inter-flow NC requires additional

coordinations among participating flows, including the tasks

of hand-shaking, synchronization, joint buffer management,

etc. Our result suggests that one may use NC to improve

the performance of delay-sensitive traffic over optimal routing

without any coordination among coexisting network flows!

. We also propose a new upper bound on the d-cn unicast

NC capacity, which provides deeper understanding to the over-

all d-cn network communication problem and sheds further

insights to the existing routing-based d-cn results in [3].

II. COMPARISON TO EXISTING WORKS

Decoding delay of NC is a very well studied problem, see

[7], [8] and the references therein. Almost all existing works

focus on how to minimize the decoding delay when using

NC to attain the best possible throughput for delay-insensitive

traffic. Namely, attaining the absolute optimal throughput is of

the highest priority, and minimizing the delay is to ensure that

the extra (decoding) delay incurred by NC is not excessive.

Many of the existing results also focus on 1-hop networks with

random packet erasure.

In contrast with the existing throughput-centric delay studies

[7], [8], this work is delay-centric. Namely, we consider a hard

delay constraint such that any packets that experience delay

longer than D time slots are deemed useless and discarded.

With the highest priority being the delay constraint, we study

how to maximize the throughput over any given error-free

multi-hop network. This approach is a significant departure

from the existing works on minimizing NC decoding delay.

Remark: This work focuses exclusively on the multi-hop

environment. However, if we further restrict our focus to the

1-hop setting, the concept of hard delay constraints is related

to the completion time analysis of index coding [9].

III. A SIMPLE EXAMPLE

Consider the example in Fig. 1(a). The min-cut value

between s and d is 2, which implies the existence of (at least)

one pair of edge-disjoint paths (EDPs). There are actually two

possible pairs of EDPs, see Figs. 1(b) and 1(c), respectively.

Assume each edge incurs a unit delay. If there is no delay

constraint, we can sustain throughput 2 by routing the packets

either through Fig. 1(b) or through Fig. 1(c). However, with

delay constraint D = 3, only the two paths in Fig. 1(c) can

be used to transmit information at rate 2. For comparison, one

path in Fig. 1(b) has 4 hops, and the information transmitted

along that path will expire before arriving at d.

We now apply RLNC to Fig. 1(a) while assuming a suf-

ficiently large finite field GF(q) is used, say GF(3). In the

beginning of each time t, we send packets X

t

2 GF(q) and

Y

t

2 GF(q) along the edges (s; v

2

) and (s; v

1

), respectively.

Due to the unit-delay incurred in edge (s; v
1

), in the beginning

of time t, we can send Y

t�1

along (v

1

; v

2

). Node v
2

can now

perform RLNC. We can assume, without loss of generality,

that in the beginning of time t node v
2

sends M
(t)

v

2

d

= X

t�1

+

Y

t�2

and M

(t)

v

2

v

3

= X

t�1

+ 2Y

t�2

along (v

2

; d) and (v

2

; v

3

),

respectively. Following similar derivations, by the end of time

t, destination d should have received M

(t)

v

3

d

= X

t�2

+ 2Y

t�3

and M

(t)

v

2

d

= X

t�1

+ Y

t�2

.

Since s starts to send Y

t

and X

t

in the beginning of time

t for all t � 1, we set X
t

= Y

t

= 0 for all t � 0. From

the above derivations, by the “end” of time 3, d has received

M

(3)

v

3

d

= X

1

+ 2Y

0

= X

1

and M

(3)

v

2

d

= X

2

+ Y

1

. Recall that

D = 3. Therefore, d is interested in decoding both X

1

and

Y

1

, which were sent by s in the “beginning” of time 1 (3

slots earlier). One can verify that knowing M

(3)

v

3

d

= X

1

and

M

(3)

v

2

d

= X

2

+Y

1

is not sufficient for d to decode the desired X
1

and Y

1

since the value of Y
1

in M

(3)

v

2

d

is now “corrupted” by

the future packet X
2

that has not been decoded yet. Actually,

even when time progresses, d is not able to decode both X

t

and Y
t

by the end of time slot (t+D�1) = t+2 for any t > 1.

One can prove that the RLNC throughput of this example is 1,

which is strictly less than the routing capacity 2.

IV. RESULTS WHEN ONLY ROUTING IS ALLOWED

We model the network as a finite directed acyclic graph

G = (V;E), where V is the node set and E is the edge set. We

use In(v) and Out(v) to denote the collections of the incoming

and outgoing edges of v, respectively. For any e = (u; v) 2 E,

we define tail(e)

�

= u and head(e)

�

= v. Each e has a capacity

constraint 

e

and incurs unit delay. Links with long delay are

thus modeled as a path of multiple edges. With delay constraint

D, any packet traverses from s to d through a path longer

than D hops is deemed useless. Without loss of generality, we

assume D � jEj. Otherwise, the problem collapses back to

the classic delay-unconstrained problem since all paths have

length � jEj. We also assume In(s) = ; and Out(d) = ;.

For any integer k, we define [1; k℄

�

= f1; 2; � � � ; kg and define

[1;1) as the set of positive integers.

Let P
D

denote the collection of all s-to-d paths of length

“�D hops.” Obviously P

D

is finite. The largest d-cn routing



capacity, denoted by R

�

route, can be computed by the following

LP problem:1

max

fx

P

�0:P2P

D

g

X

P2P

D

x

P

(1)

subject to 8e 2 E;

X

P :P3e;P2P

D

x

P

� 


e

; (2)

which consists of jEj inequalities and jP

D

j non-negative

variables fx
P

g, each x

P

representing the rate along path P .

The objective (1) is the sum of the throughput sent over the

jP

D

j paths, and (2) imposes that the sum rate of all paths using

an edge e should not exceed 


e

. However, since jP
D

j grows

exponentially with respect to jGj

�

= jV j + jEj, the above LP

characterization is not easily computable for large networks.

To address the above concern of complexity, [3] states the

following result.

Proposition 1 (Sec. IV.A [3]): We can compute R�

route by the

following flow-based LP problem with jEj � D non-negative

variables x

(h)

e

representing the total rate of flows traveling

their h-th hop on link e for all e 2 E and h 2 [1;D℄:

max

x

(h)

e

�0

X

e2In(d)

D

X

h=1

x

(h)

e

(3)

subject to 8v 2 V nfs; dg;8h 2 [1;D℄;

X

e2In(v)

x

(h�1)

e

=

X

~e2Out(v)

x

(h)

~e

(4)

8e 2 E;

D

X

h=1

x

(h)

e

� 


e

: (5)

Here the objective in (3) is the aggregate rate of flows that

arrive at d within D hops. The constraints in (4) say that the

aggregate incoming flows to node v with hop count h�1 must

be equal to the aggregate outgoing flows from node v with

hop count h; these are essentially the flow balance equations

with flow travelled-distance (in hops) taken into account. The

constraints in (5) are link capacity constraints. Note that in (4)

we use the convention that x
(0)

e

= 0 for all e 2 E.

Since the proof of Proposition 1 was omitted in [3], we

sketch the proof in the following for completeness.

Proof: We first prove that any solution in the LP problem

(1)–(2) leads to a valid solution for the LP problem (3)–(5).

This is done by setting

x

(h)

e

=

X

P : the h-th hop of path P is e

x

P

:

With the above construction of x
(h)

e

, one can see that (4) holds

naturally and (1) equals to (3). Also, (2) on x

P

implies (5).

The forward direction is thus proven.

We now prove that any solution in (3)–(5) leads to a valid

solution in (1)–(2). We prove this by an iterative construction.

Initially, we define P = P

D

and x

(h)

e

= x

(h)

e

for all e and h.

For any P 2 P, we choose x

P

= min

h2[1;jP j℄

x

(h)

e

P;h

where

1It is sometimes called the hop-count-constrained max-flow problem.

e

P;h

is the h-th edge of P . After choosing x

P

, we decrease

the value of x
(h)

e

P;h

by x

P

for all h 2 [1; jP j℄ and remove P

from P. After decreasing the x
(h)

e

P;h

values and reducing P, we

repeat the construction for another ~

P 2 P until P = ;.

Claim 1: Throughout the process, all the x

(h)

e

are non-

negative and they satisfy (4). The non-negativity holds since

x

P

= min

h2[1;jP j℄

x

(h)

e

P;h

. Equality (4) holds since we subtract

x

P

from all x

(h)

e

P;h

. Note that x

(h)

e

� 0 also implies that

the resulting x

P

is non-negative. Claim 2: The resulting x

P

satisfies (2). To prove this claim, we notice that since x

P

is

deducted from x

(h)

e

P;h

during our construction, we always have

8e 2 E;

X

P :P3e;P2P

D

nP

x

P

+

D

X

h=1

x

(h)

e

=

D

X

h=1

x

(h)

e

(6)

in the end of each iteration. Then by (5) and by the non-

negativity of x
(h)

e

, the resulting x

P

in the end (i.e., P = ;)

must satisfy (2). Claim 3: The expression (1) computed from

the final x
P

equals (3) computed from x

(h)

e

. To prove this

claim, we notice that by the construction of P
D

, the last edge

of any P 2 P

D

must belong to In(d). Since (6) holds for any

edge e 2 In(d), we only need to prove that x
(h)

e

= 0 for all

e 2 In(d) and h 2 [1;D℄ in the end of our construction.

We prove this by contradiction. Suppose not. Then we have

x

(

^

h)

ê

> 0 for some ê 2 In(d) and ^

h. Since fx
(h)

e

g satisfies (4)

for all v 2 V nfs; dg and h, we can find ^

h edges, denoted by

ê

1

to ê

^

h

, satisfying simultaneously (i) ê
^

h

= ê; (ii) ê
1

ê

2

� � � ê

^

h

form a path of length ^

h, which is denoted by ^

P ; and (iii) x
(i)

ê

i

>

0 for i 2 [1;

^

h℄. Since ê
^

h

= ê 2 In(d), we have head(ê

^

h

) = d.

We now prove tail(ê

1

) = s by contradiction. Suppose not.

Then we focus on (4) with h = 1 and v = tail(ê

1

). One can

see that the left-hand side of (4) is zero since x

(0)

e

= 0 in our

convention but the right-hand side is no less than x

(1)

ê

1

> 0.

This contradiction implies that tail(ê

1

) = s. As a result, ^

P

connects s and d using ^

h � D hops. Therefore ^

P 2 P

D

.

On the other hand, all the paths in P

D

must have been

considered in the iterative construction. Consequently, for any

path P 2 P

D

, x
(h)

e

P;h

= 0 for at least one h 2 [1; jP j℄ since we

subtract x
P

= min

h2[1;jP j℄

x

(h)

e

P;h

from all x
(h)

e

P;h

. Property (iii)

of ^

P 2 P

D

thus contradicts the fact that we have exhaustively

considered all P 2 P

D

. Claim 3 is thus proven.

Jointly, Claims 1 to 3 complete the proof.

By converting (1)–(2) to its dual problem, R�

route can also

be computed by the following cut-based LP problem.

min

fy

e

�0:e2Eg

X

e2E

y

e




e

(7)

subject to 8P 2 P

D

;

X

e:e2P

y

e

� 1: (8)

Note that if we replace P

D

by P

1

, the latter of which

contains all paths regardless of their lengths, then one can

prove that for any given network instance, (one of) the

minimizing fy

�

e

g of (7)–(8) satisfies y

�

e

2 f0; 1g;8e 2 E.

Solving (7)–(8) is no different than finding the minimum edge



cut (those e with y

�

e

= 1). However, with P
D

, the minimizing

fy

�

e

g can sometimes be fractional. Therefore, R�

route is now

characterized by some kind of soft min-cut, a unique feature

of the d-cn setting. Examples of y�
e

being fractional can be

found in the end of Section V-A and in [4].

Also observe that there are jP
D

j inequalities in (8), which

grows exponentially with respect to jGj. In contrast, Proposi-

tion 1 has the following easily computable dual problem.

Corollary 1: We can compute R

�

route by the following LP

problem with jEj non-negative variables y
e

� 0, 8e 2 E, and

(jV j � 2) � D real-valued variables y
(h)

v

, 8v 2 V nfs; dg; h 2

[1;D℄ such that

min

y

e

�0;y

(h)

v

X

e2E

y

e




e

(9)

s.t. y

e

+ y

(h+1)

head(e)

� y

(h)

tail(e)

� 0; 8e 2 E;8h 2 [1;D℄; (10)

where in (10) we use the convention y
(D+1)

v

= 0 for all v 2 V

and y

(h)

s

= y

(h)

d

= 0 for all h 2 [1;D℄.

V. NC � ROUTING EVEN FOR SINGLE-UNICAST

Without delay constraint, one fundamental result of NC is

R

�

NC = R

�

route (11)

for any single-unicast flow from s to d, where R

�

NC is the

NC capacity. We have found that (11) no longer holds for

d-cn traffic (i.e., when D is finite and small).

A. A Simple Network Example with NC gain =

4

3

Consider the network in Fig. 2 with all edges having 


e

= 1

and the delay constraint D = 6. We will show that such a

network has R�

NC = 2 > R

�

route = 1:5.

We first prove that R�

NC = 2 by explicit NC construction. In

Fig. 2, two packets X
t

and Y
t

are sent by s in the beginning of

time t. Since each edge incurs unit delay, we have M

(t)

v

1

v

2

=

X

t�1

and M

(t)

v

6

v

2

= Y

t�2

along edges (v

1

; v

2

) and (v

6

; v

2

),

respectively. We then let v
2

mix the two incoming packets and

send M

(t)

v

2

v

3

= X

t�2

+Y

t�3

along (v

2

; v

3

). By accounting for

the delay incurred along the paths, we have M
(t)

v

3

v

4

= X

t�3

+

Y

t�4

, M
(t)

v

10

v

4

= X

t�3

, and M

(t)

v

8

d

= X

t�5

+ Y

t�6

. Fig. 2

contains the summary of our NC choices thus far except for

the M

(t)

v

4

d

message. The remaining question to be answered is

what is the right NC choice at node v

4

?

If we perform RLNC at v
4

, then v

4

will simply mix the two

incoming packets together and send

RLNC: M
(t)

v

4

d

=M

(t�1)

v

3

v

4

+M

(t�1)

v

10

v

4

= 2X

t�4

+ Y

t�5

: (12)

Recall that D = 6. One can then verify that in the end of

time 6, node d receives M
(6)

v

8

d

= X

1

+ Y

0

= X

1

and M

(6)

v

4

d

=

2X

2

+Y

1

since we assume X
t

= Y

t

= 0 for all t � 0. Similar

to the example discussed in Section III, d cannot decode Y

1

since Y
1

is corrupted by X

2

, which has not been decoded yet.

On the other hand, we can perform the following optimal

NC instead. That is, instead of “adding” the two incoming

packets, we now “subtract”2
M

(t�1)

v

10

v

4

from M

(t�1)

v

3

v

4

:

Optimal: M
(t)

v

4

d

= M

(t�1)

v

3

v

4

�M

(t�1)

v

10

v

4

= Y

t�5

: (13)

Node d can now decode X

1

and Y

1

from M

(6)

v

8

d

= X

1

and

M

(6)

v

4

d

= Y

1

within the delay constraint. An astute reader may

notice that in the end of time 7, d has received M
(7)

v

8

d

= X

2

+Y

1

and M

(7)

v

4

d

= Y

2

, where X

2

in M

(7)

v

8

d

is “corrupted” by Y

1

.

Nonetheless, d can remove Y
1

in the end of time 7 since d has

decoded Y

1

in the end of time 6. The above argument can be

used to prove that d can decode X

t

and Y

t

(injected in the

beginning of time t) by the end of time t + 5, 8t � 1. The

D = 6 constraint is met. Since min-cut(s; d) = 2 in Fig. 2,

we have d-cn NC capacity being R

�

NC = 2 packets per slot.

We then apply (7)–(8) to Fig. 2 and derive R�

route = 1:5. The

corresponding minimizing y

�

e

are: y�
sv

1

= y

�

v

2

v

3

= y

�

v

4

d

= 0:5

and all other y�
e

= 0. This example shows that NC strictly out-

performs optimal routing even for the single-unicast setting!

B. How Large Can The NC Gain Be?

In the previous example, the NC throughput gain over rout-

ing is
R

�

NC

R

�

route
=

2

1:5

. An interesting open question is what is the

largest NC gain in a single-unicast d-cn setting? Specifically,

we are interested in quantifying

sup

G2Gs-u;D2[1;1)

gains-u(G;D) (14)

where Gs-u contains all possible network instances with single-

unicast (s-u) traffic, and gains-u(G;D) is the single-unicast NC

gain over routing in G with delay constraint D.

One can easily prove that the d-cn NC gain can be un-

bounded for the single-multicast (s-m) networks and for the

multiple-unicast (m-u) networks, denoted by Gs-m and Gm-u,

respectively. Namely,

sup

G2Gs-m;8D

gains-m(G;D) � sup

G2Gs-m

gains-m(G; 2) =1 (15)

sup

G2Gm-u;8D

gainm-u(G;D) � sup

G2Gm-u

gainm-u(G; 3) =1 (16)

where the equality in (15) follows from the combination

network construction in [10] and the equality in (16) follows

from the extended butterfly construction in [11].

Nonetheless, the proofs of (15) and (16) cannot be applied to

the single-unicast setting since they rely heavily on the fact that

there are multiple destinations so that different destinations

can either capitalize the diversity gain (for single multicast) or

smartly cancel the interference of the other coexisting flows

(for multiple unicast). These types of gains do not exist when

there is only one destination3 in the network!

Our best understanding of (14) is summarized as follows

and the corresponding proof is omitted due to the page limit.

2To distinguish between adding and subtracting, we assume GF(3) is used.
3In the single-unicast setting, one needs to consider a different type of

interference. That is, optimal NC needs to remove the corruption caused
by future, not-yet decoded packets within the same flow. See the detailed
discussion of the suboptimal RLNC choice (12) versus the optimal choice
(13). Such a new notion of interference is strongly coupled with the time-axis
and calls for the development of new analysis tools.



Fig. 2: A simple network with NC gain

�

=

R

�

NC

R

�

route
=

4

3

.

Proposition 2: For any 0 < � < 2, there exists a network

G 2 Gs-u and delay constraint D satisfying

R

�

NC

2� �

� R

�

route � 1; which implies
R

�

NC

R

�

route

� 2� �:

In a broad sense, R�

route characterizes the maximum number

of EDPs with length �D hops, along which we can “squeeze

through” R

�

route packets before expiration. Therefore, at least

heuristically, any additional packets sent over the network

(other than the original R�

route packets) are either dependent

or experiencing too long delay. Proposition 2 implies a rather

counter-intuitive result: With carefully-designed NC, those ad-

ditional “useless” packets (either dependent or experiencing

too long delay) can help us double the number of independent

packets that can be decoded by d within the delay constraint.

C. Upper Bounding The NC Capacity

The d-cn R

�

route naturally serves as a lower bound on R

�

NC.

We now present an upper bound on R

�

NC.

Proposition 3: The following integer programming problem

computes an upper bound UBNC on R

�

NC:

min

fy

e

:e2Eg

X

e2E

y

e




e

(17)

subject to 8P 2 P

D

;

X

e:e2P

y

e

� 1: (18)

8e 2 E; y

e

2 f0; 1g: (19)

The corresponding proof combines the time-expanded net-

work representation [1] and the generalized network-sharing

bound [12]. The details are omitted due to the page limit.

Note that another simple upper bound can be derived as

follows. Take any given P

D

, we use Gj

P

D

to denote the

subgraph induced by P
D

. Then by the standard cut-set bound

arguments, the min-cut value separating (s; d) in Gj

P

D

is an

upper bound on R

�

NC. However, such an upper bound is looser

than Proposition 3. Let us reuse the example in Fig. 1(a) for

illustration. We set D = 3, set 


sv

2

= 


v

2

d

= 1, and set




e

= 2 for all other edges. The delay-respecting path-set P
D

contains 3 paths, i.e., sv
2

d, sv
1

v

2

d, and sv

2

v

3

d, and we have

G = Gj

P

D

. The min-cut value separating s and d in Gj

P

D

is 3. Meanwhile, by setting y

sv

1

= y

v

2

d

= 1 and all other

y

e

= 0, we satisfy (18)–(19) and obtain the upper bound

UBNC = 2 � R

�

NC, which is strictly stronger than the simple

min-cut bound. Note that the two edges f(s; v
1

); (v

2

; d)g break

every path in P
D

but do not separate s from d in Gj

P

D

; thus

they do not form a cut in Gj

P

D

by standard definition.

Comparing Proposition 3 with (7) and (8), we see that

adding the integer condition (19) to the minimization problem

turns R�

route, a lower bound on R

�

NC, to an upper bound UBNC

on R

�

NC. Proposition 3 thus implies that for any network

instance, if the minimizing y

�

e

of (7)–(8) is integral, then the

lower and upper bounds match and we have fully characterized

the d-cn unicast NC capacity: R�

route = R

�

NC = UBNC. On the

other hand, for any network instance in which R

�

NC > R

�

route,

e.g., Fig. 2, the y

�

e

of (7)–(8) must be fractional, which was

observed in the end of Section V-A.

VI. CONCLUSION

This work studies the following problem: Given a hard delay

constraint, how much perishable information one can send

from s to d. We have proven that NC can strictly outperform

optimal routing even for the single-unicast setting and the gain

can be arbitrarily close to 2. Although complete characteriza-

tion of the delay-constrained NC capacity R

�

NC remains an

open problem, we have identified a new upper bound on R

�

NC.

Overall, our results suggest that delay-constrained communica-

tion is fundamentally different from the well-understood delay-

unconstrained one and call for investigation participation.
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