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Abstract—Two questions on the theory of content distribution P2P streaming and proposed a simple snow-ball algorithm
capacity are addressed in this paper: What is the worst userelay  to approach the delay bound, though no degree bound is
performance bound in a chunk-based P2P streaming systems guaranteed. A graph labeling algorithm is proposed in [12]

under peer fanout degree constraint? Can we achieve both the h inimize the initial bufferina del hich i -
minimum delay and the maximum streaming rate simultane- © MNIMIZE€ (h& nitial bufiering delay, which IS a gene

ously? In the homogeneous user scenario, we propose a treaded Version of the problem studied in [10]. G. Bianchi [13]
algorithm called Inverse Waterfilling which schedules the chunk extended the result of [10] by adding the restrictions on the

transmission following an optimal transmitting structure, under number of neighbors each peer can have. But their work only
fanout degree bound. We show that the algorithm guarantees g,gjeq the simplest case with one or two chunks and cannot
the delay bound for each chunk of the stream and maintains the tend t infinite st So f lqorith K
maximum streaming rate at the same time. extend to an infinite stream. So far no algorithms are known
to achieve the bound with bounded degree constraint [14].
|. INTRODUCTION In this paper, we study the delay performance for homoge-
Peer-to-peer (P2P) technology, already widely used for filsous chunk-based P2P streaming systems, where all peers hav
sharing applications, has the potential to reduce servedr dhe same upload capacity. We also take practical considesat
network load for video streaming applications, by allowingito account and bound the node out-degree across the system
consumers to download live video content from each other [Me seek to answer the following fundamental questions:

Existing P2P streaming applications, however, suffer from, how to achieve the minimum worst user delay for con-

low-quality video, periodic hiccups, and high delay [2].i¥h tinuous stream under node out-degree bound?
makes it difficult for service providers to leverage the tech , can we achieve the maximum streaming rate and mini-
nology directly in commercial offerings. mum worst user delay simultaneously?

There has been a number of work on theoretical foundatm@ar results characterize the minimum worst user delay for

to understand the _de_s_|gn of P2P §ystems. 'V'a”Y of th infinite continuous stream under arbitrary node out-degree
work focus on maximizing thetreaming rate a metric that bound, which can be extended to the same node in-degree

determines _the video quality peers experience, subjedido ound. We further show it is possible to achieve both the
peer capacities [3], [4], [5]. Recently there are also wor

izing th ) ith b q aximum streaming rate and minimum worst user delay by
on maximizing the streamlrjg rate with boundeatle degree packing afinite number of multicast trees, by our proposed In-
and node out-degred¢aken into account [6], [7], [5]. Node

q i defined h | ber of neighb h verse Water-Filling algorithm. We also show that the meaaijin
egree Is defined as the total number of neighbors of a Pegh,m of allowing large peer out-degree is diminishingi] an

Similarly, node out-degree is defined as the total number |foper range of out-degree gives close-to-optimal delay.
neighbors of a peer to whom the peer maintains out-going

connections. Since a peer is typically a home PC with limited || SysTEM MODEL AND PROBLEM STATEMENT

system resources, it is necessary to bound the number of

connections (or out-going connections) a node maintains t  \We first present a mathematical model for the peer-to-peer
bounding its node degree (or out-degree) [6]. streaming systems and the problem to solve.

Compared to rate, delay performance of P2P systems igconsider a peer-to-peer streaming network with one source
much less understood. Earlier work on delay focused @wdN participating peers. The peer set is denoted fy=
fluid-based P2P content distribution model [7], and derived,1,...,N —1}. The source is denoted I It generates a
algorithms to minimize the worst tree depth. Others [8], [9jontinuous stream of video chunks at a constant rate, and
studied the average user delay under various settings. delivers the chunks to all the peers. A video chunk is the

In a chunk-based P2P streaming where a stream is modesgtallest unit of data exchange in the network. Let B be the
as an infinite sequence of video chunks, Liu [10] [11] investEhunk size. LetC, denote the upload capacity for node

gated the fundamental limits of the minimum delay in reagtimwhich we assume to be the only bottleneck in the network.
In this paper, we consider homogeneous P2P networks, where
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of time for any peer to transmit one single chunk, and the
source generates a new chunk every time unit. 0

When a peer transmits a chunk to one of its neighbor peers, Fu(t)=<1 t=1 (1)
the total delay is the sum of the transmission time of that 5
chunk, i.e.B/C, plus the propagation delay. For P2P networks
where the peer upload capacity is several hundred kbps, when
peers are close to each other, transmission time is order of
magnitude larger than the propagation delay. Based on this
observation, we assume the propagation delay is zero in our
study. 2

We define peer out-degree to be the total number of neigh- 3
bors a peer can deliver chunks to. It has been argued that
the peer out-degree should be bounded in order to reduce the

overhead in maintaining active connections among peers [7] E
In this paper, we consider the case where the out-degre¢ of al tle
peers are uniformly bounded by, which is called the peer Fig. 1. Single chunk transmission fi=4, N=18.

out-degree bound.
For a particular user and a particular chunk in the P2tﬁ
streaming system, the chumpkayback delayis defined as the

It turns out that the scheme described in Figure 1 achieves
e minimum max-user-delay. The following theorem gives a

latency between the chunk generation time at the source & to characterize the minimum max-user-delay for single

the receiving time at the user. Further timax-user-delayor chunk, denoted by.

a particular chunk is defined as the maximum chunk playbatkeorem 1. [13] In a chunk-based P2P streaming system

delay among all users. where all peers have unit upload capacity and out-degree
A fundamental question that asks the performance boundumafund M, the time for a single chunk to span the entire system

a P2P streaming system @iven a streaming rate, what is theis lower-bounded by

minimum max-user-delay for each chunk and how to achieve

that? D* =min{t: Su(t) > N} &)
I1l. DELAY OPTIMIZATION where 0 t<0
In this section, we propose an optimal multi-tree con- Su(t) = {th—lFM(j) i>1 3)

struction algorithm in homogeneous P2P streaming networks
where peers are constrained by an out-degree b&inWe B Optimal Delay and Out-Degree
show that our algorithm achieves rate and delay optimality

. From Theorem 1, optimal max-user-del@y is a function
simultaneously.

of peer numbeN and out-degree bound. Knowing howN
A. Principle of Accelerating Chunk Propagation andM impact theD* can not only give us deeper insights into

, . . : . the delay optimization problem but also guide the design of
We start with a simple case in which we only need to dehvé?aal P2P applications. Let's first derive the relationsfipe

one single chunk to all peers, which is also studied in [13]. . ) )
The principle of single chunk transmission later serves aseéaCt expression i (t) is as follows [13]:
building block when it comes to the case of continuous stream M Xi 1

To ensure that a chunk quickly spans the entire network, Su(t) = Zl (x—1)Qu(x) ' M-1’ )
one intuitive observation is that once a peer receives alchun ) = . )
it replicates the chunk tV peers which haven't received theVherexi,i € (1,M) are theM roots of the following equation:
chunk. Take the cas®l = 4,N = 18 for example, one way xM _XM—l_XM—Z_____X_]_:O’ (5)
to span the chunk over the whole network is as shown in
Figure 1. Suppose at time 0, the source generates a chunk.&e Qu(x) is as follows:

consider the case where the source transmits the chunk to one M-1 _
peer, and does not participate in chunk replication afteste/a Qu(X) = —-1+2(M—1)x+ ; (M—i—-2)X. (6)
(because it needs to transmit new chunks, as will be disdusse i=

later). After peer O gets the chunk from the source, it regpis  According to Theorem 1, we plot thB* under differentN

the chunk to its 4 neighbor peers. Similarly, once other peeandM in Figure 2.

receive the chunk, they will transmit it to their neighboepe One observation from Figure 2 is as follows. Lafgecan

The replication process continues until the chunk spans thelp in reducing the delay of the chunk. But the impact of
entire system. It has been shown in [13] that the number lgf on D* is marginal wherM > 7. On the other hand large
new peers that receive the chunk at time t followMsestep M introduces communication overhead. So a proper node out-
fibonacci sequence as follows: degree should be less than 8.



have discussed how to achieve the minimum max-user-delay,
for one single chunk in Section IlI-A. It remains a question
whether the optimal delalp* is attainable while at the same
time achieving the maximum streaming rate.
The following observation interprets the challenge in achi
ing minimum delay for multiple chunks. Consider the tree
shown in Figure 1. Source generates a chunk at tim@ and
uses the tree shown in Figure 1 to distribute the chunk. Now
suppose a new chunk is generated at time 1. Following
1005 - - - X the old tree for the new chunk is not possible: the upload
capacity of non-leaf peers will be reserved for one or mldgtip
consecutive time slots, preventing them from being reused i
the same manner. While one can consider switching leaf nodes
and internal nodes, the out-degree constraint also pesent
To understand it better, we approximate the optimal del pallenge: requiring the total out-degree across multiges
D*. One important property aboxtin the expression oby (t) € no greater thamd. As a WhOI?’ the algorithm should
gghedule the chunk transmission in a way so that each peer

is that only one root has module larger than 1. This root takt i hunk i it and th t-d bound
real value and tends to be 2 very quickly whighbecomes transmits one chunk every ime unit and the out-degree boun

large. Let's denote this largest-module root xayWe plot x IS \(/)\?eeﬁid.t resent an alaorithm that constructs a multi-tree
with out-degree boun in Figure 3. xtp gor u ui '

i.e, a set of multicast trees, that achieves the minimum delay
D* for everychunk, without violating the out-degree constraint
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Fig. 2. Optimal delayD* vs peer numbeN and out-degree bourid.

2/ Rootx M across all trees. The optimality of our algorithm consigts o
1.8 three building blocks. We first show it is a necessary cooditi
that every tree follows an identical structure. The questio
L6y of the tree structure is answered in Lemma 1. We second
14 show the minimum number of trees needed on the multi-
tree, which is answered in Lemma 2. We finally propose the
12 Inverse Waterfilling (IWF) algorithm to construct the muilti
1 . — - tree, following the tree structure and the number of treatedt

in the previous two results. Combining three steps give us an
algorithm that achieves both rate and delay optimality.

Out-degree bound M

Fig. 3. The rootx vs out-degree bountl.

) . chunk 4k+1 chunk 4k+2 chunk 4k+3 chunk 4k+4
When M > 7, the impact on the value of the root is [ [g
negligible. Ignoring the influence of roots with module staal =1 |0 s
than 1 wherl is large andM > 7, we can approximat8y (t) t=2 o1 S
as follows: 1 t=3 | 0123 89 c
2 1 -
SVI t) ~ _ . (7) t=4 | 01234567 89AB CD
®) 3 M-1 t=5 | 12 89AB3456 CD7E FG
According to the definition oD*: t=6 23 CD7E4569 FGAB
1 t=7 45 FGAB67DE
D* =log, <N + —> +log, 1.5. (8) t=8 EG
M Fig. 4. Multi-tree topology (active sets) fdl =4,N = 18 D* = 6.

From (8), we see that the impacthdfon D* is negligible for ) ) )
largeN. The intuition is: the extra number of peers receiving a 1) Multi-tree Structure:We first use an example to illustrate

to the total number of peefs. Therefore, the node out-degredhat simplify the tree presentation like in Figure 1. Take th
constraint should be less than 8 whris large. case oM =4,N =18 for example. We show that we only need

to constructM = 4 trees, which are used for chunk-41, 4k+
C. Achieving Optimal Delay for Continuous Stream 2,4k + 3,4k + 4 wherek = 0,1,...,0, respectively. LetAé')
For live streaming, chunks are generated at a constant.ratdenote the set of active peeis., those that are transmitting,
Under our problem setting the maximum streaming rate is ona d-th layer ofI-th tree, where K1 <M,0<d <D* - 1.
chunk per time unit [4]. Given any out-degree bouvdwe  Similarly, let (1) denote the set of receivers which receive

chunks fromAEJ . Apparently|Aé')| = |R§)|. For example, in
Figure 1,A%Y = {0,1,2,3},R\" = {4,5,6,7}.

1in practice, streaming rate depends on codec and videortpated hence,
is not strictly constant.



Lemma 1. In a delay-optimal multi-tree, trees is(N—1+1)-M. Each tree has a total in-degree of

X N, because there amé receivers. Thus, the number of trees
|Aé')|: Fu(d+1) d<D*-2 9) needed, isN-M/N = M. (i) When 1< N < 2V, in order to
N—-Su(D*-2) d=D"-1 achieve minimum delay, a peer only needs an out-degree of

Proof: To achieve minimum delay, the size of each active sék?gm <M. Follow the same calculation as (i), the number

equals the size of its corresponding receiver set, and her(l)cetrees negdeq .|$IogN1. (iiiy When N=1, constructing the
single tree is trivial. [ |

follows the M-step Fibonacci number. The active set at layer 3) Inverse Waterfilling (IWF) AlgorithmWe next present

D R_ei’eil\?etrhge?:r::r?rbzfdrz::/aelgcizrseaeg;\'/e sets as foII:wsan algorithm called Inverse Waterfilling (IWF) to constract
multi-tree that achieves the minimum delay.
Aé'il\Aé') 0<d<D*-—3 Lemma 1 characterizes the size of each active set, and it
RE,') —Ix Al \Aé') cXc {n:neJV—A('>} d—p*_2 remains to fill in the active sets with qualified nodes and
ar N d . build the multi-tree using the active sets. The basic idea of
A \Ui=o" R d=D zl%)) the IWF algorithm is to iteratively select qualified peerditio

. . : . in each position. For example, Figure 4 shows one possible
As shown in Equation 10, a receiver set consistaef/peers ode placement.

that appear in the active set of the next time slot, except f?)r.l.o initialize, each nodé maintains a degree budgBt —

the last two layers. . L min(M, [logN7), which is the maximum out-degree used on
Tree structures are characterized by active“sdtsr ex- the multi-tree. Once a node is placed on a positios, a
aT“p'e' can|der the tree ShOW.” n F|gureM :é 4N =18). articular layer of a tree, it consumes one degree and itgdiud
Figure 4 is one posa_ble configuration of active sets. Ro is decremented by one. By Theorem 1, we know that once a
denotes the start of time slot The source generates a N®ode is first time placed at a position, it is used for one or

chur_lk every unit ime. Columi(l - 1,-..,M) denotes the multiple subsequent time slots. Lﬁ) denote the total degree
multicast tree for chunk. Entry (t,I) in the table denotes the _ Iy 1) :
consumption for a positiom € Ay’ i.e., the number of time

active set for tred at timet, i.e, At@lﬂ. The size of active 0
set at each layer follows the Fibonacci sequence, so evel§tS reserved for the node on treéVe can computéla” by
orem 1. Take the example of Figure 4, for the position

chunk achieves the minimum delay. Observe the foIIowin-Hw 2 )
two invariants for this example, which we later show are ald€ A, that node 1 takesda” = 3. Note that node 1 also
key conditions to construct an optimal multi-tree topology aPPearsin the last layer, but it is not mandotary by Theorem 1
we can use node 7 instead of node 1. He§é = 3 does not
count the degree consumption at the last layer. All position
at the last layer have degree consumption of 1.

The algorithm starts at time= 0. At a particular timet,
we fill in the active setsAé”, forl =1,...,0(N) respectively.
Once a node is selected for a position, it is also selected for

We corresponding positions in the following active setse T

continuous chunks, thus achieving minimum streaming dela . . . o
2) Number of Multi-tree: Before presenting the tree con-rYOde selection should qualify the following rules: (i) thede

. . . . budget is greater than or equal to the degree consumption
struction algorithm, we need to determine how many d|fferep g gre: - q 9 P
or that position, (ii) the node has not been selected on
trees are needed.

the same layer so active sets are disjoint, (iii) a node with
Lemma 2. In a chunk-based P2P streaming system where addiwer budget is prioritized, breaking ties arbitrarig.g, by
peers have unit upload capacity and out-degree constraint Mode ID. Condition (i) is required so that the tree achieves
the number of different trees necessary to achieve minimuaninimum delay, (ii) avoids scheduling conflict since eachrme

« Each peer appears no more thieintimes on the table,
i.e, the out-degree constraint is satisfied.

« All active sets at the same time are disjoi,, no peer
is transmitting more than one chunk simultaneously.

It is not difficult to see that if the two conditions hold for

delay is: only transmits one chunk at a time, and (iii) is key to the
M N > 2M correctness of the algorithm, which also inspires the nafme o
S(N) =< [logN] 1<N<2M (11) the algorithm. We formally present the algorithm in Table I.

Figure 5 shows the degree budd#tat each step of the
IWF algorithm. Note that if we break ties by node ID, then
Proof: (i) WhenN > 2M, in order to achieve minimum delay,the last node is never used. Therefore, the total number of

a peer's maximum out-degree requiredNk as shown by degrees spent, including the source(Ns-1+1)4(N), equals
Theorem 1. The streaming rate.§, one unit) requires all the total out-degree of the multi-tree. The correctnesshef t

but one peer contribute their upload capacities. Let eve®jgorithm is shown by the following theorem.
peer exhausts out-degréé, the total out-degree across altrhegrem 2. In a homogeneous P2P network where each node

) _ has unit upload capacity and out-degree constraint M, the
Note that there are many ways to construct the exact pahddt-con-

nections given a specific configuration of active sets andivecr sets, all of mu'F"tree bgl!t by the Inverse Water—F|II|ng (lWF) algmm
which satisfy the delay and out-degree requirements. achieves minimum max-user-delay f@r every chunk. At the

1 N=1



Inverse Water-Filling (IWF)
Initialize B; = min(M, [logN]), fori=1,...,N.

number of zero-budget nodes. For case (b), the total degree

for t =0 to D*+&(N) —2 do consumption for unfilled positions on the layer, where each
for 1=1106(N) dﬁ) node has degree consumptiardy’, exceeds the total leftover
for everyae A, degree budgets because< dg). Again, this contradicts the

if ais not filled . . .
For positiona, select nodé according to rules ()-Gi)  iNvariant we stated earlier.

Mark all dY positions filled with node (B). This claim is Lemma 1.
B — B —d’ (C). For infinitely continuous stream, we can reuse the multi
end if tree repeatedly. To show that such scheduling works for
end for end for infinitely many chunks, it suffices to show that any active set
is disjoint with active sets that ar&(N) time slots earlier.
|NVERsE\E;/1_TEEFIeF|LuNG To see this, note that a node appears in active setd(fdj
consecutive time slots on the multi-tree. Therefore, traee
no nodes that also appear in an active set thal(l8) time
e AEaEEENRENEEED slots later on the same multi-tree. Flnally,_combmlng (B)
=0 alala s lalalalabalalalalalalala s la together complete_s the_ proof of de_lay opt|mallt)_/.
=1 Tolalalalalalalalalalalalalalslalsla For the rate optimality, the maximum streaming rate for a
=2 10112 alalalalalols ala alalalalala homogeneous system is r(llm%):l. [7]. In our problem,
=3 1011121214 12414140 114140144 |4 4|4 the source generates a new chunk every time unit, which
t=4 [0 [1]2]2]3[3[3|3|o|1]2]2]0]1]4]0]4 |4 realizes the upper-bound of streaming rate. [ |
t=5 0 [0 [1]1]2|2(2[1]0|1]|2|2]0[1]2]0 |1 |4 Thus we show that delay and rate optimality can be achieved
t=6 |0 [0 |0 [0 |1 |1 |1 [1]0 |00 |00 [1][2]0|1|4 simultaneously in the region of homogeneity. A next stemis t
t=7 |0 [0 |0 |0 |0 |0 [0 [0 |0 |0 |0 |0 |0 |0 |1]0 |14 address the two questions we post in the introduction in &mor
t=8 |0 |0 [0 |0 |0 [0 |0 |O [O |0 |O [0 |0 O[O |0 O |4 general system with heterogeneous node upload capacities.
Fig. 5. Degree budgeB; in constructing multi-tree foM = 4,N = 18.
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