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ABSTRACT

In this paper, we study the problem of utility maximization
in P2P systems, in which aggregate application-specific util-
ities are maximized by running distributed algorithms on
P2P nodes, which are constrained by their uplink capaci-
ties. This may be understood as extending Kelly’s seminal
framework from single-path unicast over general topology to
multi-path multicast over P2P topology, with network cod-
ing allowed. For certain classes of popular P2P topologies,
we show that routing along a linear number of trees per
source can achieve the largest rate region that can be possi-
bly obtained by (multi-source) network coding. This simpli-
fication result allows us to develop a new multi-tree routing
formulation for the problem. Despite of the negative results
in literature on applying Primal-dual algorithms to maxi-
mize utility under multi-path settings, we have been able
to develop a Primal-dual distributed algorithm to maximize
the aggregate utility under the multi-path routing environ-
ments. Utilizing our proposed sufficient condition, we show
global exponential convergence of the Primal-dual algorithm
to the optimal solution under different P2P communication
scenarios we study. The algorithm can be implemented by
utilizing only end-to-end delay measurements between P2P
nodes; hence, it can be readily deployed on today’s Internet.
To support this claim, we have implemented the Primal-dual
algorithm for use in a peer-assisted multi-party conferenc-
ing system and evaluated its performance through actual
experiments on a LAN testbed and the Internet.
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1. INTRODUCTION

The problem addressed in this paper is motivated by Peer-
to-Peer (P2P) multi-party conferencing applications in which
providing Quality-of-Service (QoS) is a crucial challenge.
Because the Internet is not a dedicated network, voice or
video conferencing applications must share the available net-
work resource with other applications, and adjust the coding
rate, protection scheme and network delivery path to max-
imize the quality of experience of all peers involved. We
measure the quality of experience of the conferencing peer
by a utility function. For video conferencing, it can be the
Peak-Singal-to-Noise Ratio (PSNR) of the decoded video, or
a more sophisticated subjective quality measure such as [21].

Traditional multi-party conferencing (VoIP and/or video
conferencing) is conducted using either a client-server archi-
tecture or in an ad hoc simulcast way.

The client-server approach ensures that the entire upload
bandwidth of each peer can be used for the delivery of just
that peer’s audio/video session; however, it places a heavy
CPU and network bandwidth burden on the central server
and thus incurs heavy deployment and egress ISP bandwidth
costs. In the ad hoc simulcast approach, each user splits its
uplink bandwidth equally among all receivers and sends its
video to each receiver separately. Though simple to imple-
ment, this approach suffers from poor quality of service, es-
pecially when there is one peer with low upload bandwidth,
as that peer is forced to use a low coding rate that degrades
the overall experience of the other peers.

In contrast, the P2P approach for multiparty video con-
ferencing that we consider in this paper does not necessarily
rely on centralized infrastructure and allows a peer to not
only use its uplink to send its video stream but also to for-
ward the video stream of other peers. This approach facil-



itates optimal use of peer uplink bandwidth in the system
and naturally accommodates peer uplink heterogeneity.

1.1 Related Work

In the past decade, network utility maximization have at-
tracted significant attention ever since the seminal frame-
work was introduced in [17] and [22]. In the framework,
network protocols are understood as distributed algorithms
that maximize aggregate user utility under wired or wireless
network resource constraints. For the single-path unicast
scenarios considered in [17] and [22], user’s utility func-
tion is typically assumed to be strictly concave function of
user rate, and the resource constraints set is linear. Various
types of fairness across users can be warranted by choos-
ing different utility functions [25]. This framework not only
provides a powerful tool to reverse engineering existing pro-
tocols such as TCP [16], but also allows systematic design
of new protocols, see [7] for a comprehensive review.

There have been work on extending the framework to
multi-path unicast scenarios [11] [20] [30], as well as single-
tree multicast scenarios [15] [9]. For utility maximization
in multi-path unicast scenarios, the utility function is non-
strictly concave with respect to the individual path rate due
to multi-path routing. The challenge is to design distributed
algorithms to solve non-strictly concave optimization prob-
lems with provable fast convergence and easy implementa-
tion. Primal and Dual algorithms, and proximal approach
are proposed to address such challenges [11] [20] [30].

For utility maximization in single-tree multicast scenarios
where routers enable multicast functionality, the constraint
set is non-linear, in particular, involving non-differentiable
max(-) terms. In [15] and [9], distributed Primal and Dual
algorithms are proposed to maximize utility, under the as-
sumptions that multicast trees are given and every session
has a unique source. The challenge of dealing with non-
differentiable max function in the constraints is approached
by either using continuous and concave approximation of
the max function [9], or introducing auxiliary variables and
applying either Proximal or sub-gradient approaches [15].

There is also work focusing on multicast scenarios where
routers can perform intra-session network coding [5] [31]
[24]. The challenge is to deal with non-strictly concave op-
timization under non-linear constraints. By exploring the
Proximal approach, or a slow timescale traffic engineering
control approach, or expressing the constraints involving
max(-) terms with equivalent linear ones, distributed Pri-
mal, Dual subgradient and Primal-dual algorithms are pro-
posed to maximize the sum of non-concave utility functions,
or minimize the cost of using the network [5] [31] [24].

1.2 Our Contributions

In this paper, we consider the general utility maximization
problem for multiple multicast in a P2P setting, with multi-
path delivery and inter-session network coding allowed. This
setting differentiates our work from other existing work, and
highlights the challenges we encounter. Multi-party confer-
encing is one of the applications of our work.

The main contributions of this paper are as follows:

e The Optimality of Routing on P2P Topology:
We focus on typical P2P topology where peer uplinks
are the only bottleneck in the network. For multi-

source multicast on certain classes of popular P2P topolo-

gies, we show that all feasible rates can be achieved by

packing polynomial number of Steiner trees. As such,
routing is optimal even if the system contains Steiner
nodes (helpers), and surprisingly there is no gain to
perform (intra-session or inter-session) network coding
on peer nodes. This result is a multi-source extension
of the single source result studied in [19].

e New Tree-based Formulation: We introduce a new
formulation for utility maximization in P2P topology
in which the variables are rates of individual trees. In
contrast, almost all prior formulations in the rate con-
trol literature are either path-based or link-based. Our
tree based formulation uses linear constraints, thus
avoiding the nonlinear max(-) terms in path and link
based formulations. Using unique properties of P2P
topology, we show that our formulation achieves maxi-
mum utility by routing along a linear number of depth-
1 or depth-2 trees for each source in the overlay net-
work. As such, our solution is not only optimal but
also readily implementable on today’s Internet.

e Primal-Dual Algorithm with Fast Convergence:
Contrary to popular belief that Primal-dual algorithms
in general fail to converge in multi-path routing sce-
narios with supporting evidence in [30], we design a
queuing delay based Primal-dual algorithm that solves
the utility maximization problem for multi-tree routing
under a general sufficient condition that holds in pop-
ular P2P settings. This distributed algorithm is used
by each source to adjust its transmission rate and split
that rate across multiple multicast trees by utilizing
end-to-end delay measurements between peer nodes.

Evaluation on the Internet: The proposed dis-
tributed algorithms can be easily implemented in prac-
tice. We have built a prototype multi-party confer-
encing system in Python programming language using
the Primal-dual algorithm and evaluated its perfor-
mance for several multi-party conferencing scenarios
on a LAN testbed, in a virtual environment, and also
on the Internet. Our system can satisfy the strict end-
to-end packet delivery delay requirements for confer-
encing systems because every packet goes through at
most one hop in the overlay and we tightly control the
queuing delay between nodes.

2. PROBLEM FORMULATION

We consider a network presented by a directed graph G =
(V,J), where V is the set of vertices, i.e., nodes in the net-
work, and J is the set of edges, i.e., links in the physical
network. Assume each link 57 € J has a finite capacity C;.
Let n = |V|.

In the P2P systems we consider, some source node s € S
sends its content to a set of receivers, denoted by Rs. A
set of helper nodes, denoted by H, are willing to help in
distributing the content. In this paper, we assume a deter-
ministic fluid model for sending rates of nodes and ignore
packet dynamics. This assumption is reasonable when the
timescale of rate control is sufficiently larger than that of
packet dynamics.

Let zs be the multicast rate of source s, and z = {zs,s €
S}. Assume all members in R, receive s’s stream at this
rate. Let Us(zs) be the utility upon receiving the content
from s at rate zs. To prevent abusing the resources from



helpers, sources and receivers should use helpers’ resources
only after they have used up their own. Putting this into
consideration, we associate a cost, denoted by Gj(z), with
using a helper h € H to distribute a content.

In this multiple multicast scenario, a natural goal is to
maximize the aggregate net utility of all receivers, subject
to rate constraints, i.e.,

mzaxz Us(Zs)—Z Gh(z), subject to the constraints of {z,}.

s€S heH

Before formulating the problem further, we need to un-
derstand the constraint region for {zs} to optimize over and
how to achieve it.

2.1 Network Coding vs. Routing

The maximum achievable multicast rate of single source
multicast scenario is characterized as the minimum of the
min-cuts between the source node s and all nodes in its re-
ceiver set R [1], i.e., minter min-cut (s,t). For example, in
the classical Butterfly network shown in Fig. 1.(a), a source s
multicasts to two receivers t1 and t2. The min-cuts between
s and t; and t2 are all 2. Thus, the maximum achievable
multicast rate is 2.

(a) (b) (c)
Figure 1: (a) Butterfly network with unit link ca-
pacities. (b) Network coding can achieve a multicast

rate of 2. (c) Routing can achieve a multicast rate
of 1.

If network coding is allowed, then the single source mul-
ticast rate region can be achieved for arbitrary topology by
solving the routing and coding problems separately, each
being of polynomial complexity [12]. For example, as seen
in Fig. 1.(b), by performing XOR operation in the Steiner
nodes in the Butterfly network, we can achieve the maxi-
mum achievable multicast rate 2.

The achievable rate region for multi-source multicast sce-
narios was recently implicitly characterized in [32], but cur-
rently no scheme is known to achieve it. It is believed that
information from different multicast groups should be coded
in a nonlinear fashion in order to achieve the rate region
(inter-session coding). However, doing such mixing and cod-
ing is complex and largely open.

Regardless of its power, network coding is not quite practi-
cal in today’s P2P applications. It cannot be used in the In-
ternet routing layer because it requires changes in all routers
(for encoding) and end-hosts (for decoding). If deployed in
the overlay (P2P layer), it will introduce new complexity
in end-host software (for encoding and decoding) and addi-
tional delays in video delivery. A practical way to explore
the achievable rate region is by routing. Each source s packs
directed Steiner trees rooted at s and reaching all receivers

in Rs. For the general case of arbitrary topologies, this ap-
proach of routing brings up the following difficulties:

1. For a given source, the maximum rate achieved by
routing can be a factor of up to log|V| lower than that
achieved by network coding [12]. For example, as seen
in Fig. 1.(c), by packing Steiner trees in the Butterfly
network, we can only achieve multicast rate of 1, as
compared to 2 achieved by network coding approach.

2. To achieve the maximum rate for routing, the prob-
lem of packing directed Steiner trees is AP-hard [13].
Moreover, the number of Steiner trees used in an op-
timal solution may be exponential.

As such, routing cannot achieve the optimal rate region
in general topology and its cost could be prohibitively large.
However, the fact that our problem involves a P2P topology
where peer uplinks are the only bottlenecks (in practice) in
the network allows us to tackle all of the above difficulties
in a surprisingly elegant manner.

2.2 Impact of P2P Topology

In P2P topology, we assume peer uplinks are the only
bottlenecks in the whole network, and every peer can con-
nect to every other peer through routing in the overlay. In
the overwhelming majority of residential broadband connec-
tions, bottlenecks typically are at the edge of the access
networks rather than in the middle of the Internet. Further-
more, it is common to have the uplink capacity of a peer
to be several times smaller than the downlink capacity, thus
justifying the practicality of our assumption on P2P topol-
ogy. Formally, if a peer ¢ has uplink capacity rY, downlink
capacity r;", and is a source of data at rate R;, and a sink
of data at rate R'; (i.e., it is not uploading this data to
any other peer), then its downlink is not a bottleneck if
rf > R+ (r — Ry).

In the context of P2P topology with the above uplink
constraint assumptions, a powerful theorem established in
the Mutualcast paper [19] states the following. Consider a
network with P2P topology consisting of a source s, a set
of receivers Rs, and a set of helpers H. Then, the min-cut
capacity for source s and receivers Rs can be achieved by
packing at most 1+ |Rs| + |H| Mutualcast trees as follows:

e One depth-1 tree rooted at s and reaching all receivers
in Rs, i.e. the type (1) tree in Fig 2.

e |R;| depth-2 trees, each rooted at s and reaching all
other receivers in R via different » € R, i.e. the type
(2) tree in Fig 2.

e |H| depth-2 trees, each rooted at s and reaching all
receivers in R, via different h € H, i.e. the type (3)
tree in Fig 2.

This result extends and simplifies Edmonds’ theorem [10]
for P2P topology, in the sense that it allows helper (Steiner)

nodes and uses only depth-1 and depth-2 Steiner trees. Fig. 4(b)

shows all 12 Mutualcast trees for a three peers and one
helper scenario where each peer wants to multicast its con-
tent to the other two. For a special case where there is no
helper nodes in the network, authors in [27], [8] and [18]
also derived results similar to the above-stated Mutualcast
theorem independently.
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Figure 2: Different types of Mutualcast trees.

Given that the Mutualcast Theorem is for single source
multicast scenario only, we first extend this result to the
case of a multi-source multicast scenario when there is no
coding across sessions belonging to different sources.

THEOREM 1. Consider a P2P topology in which peer up-
links are the only bottleneck. Consider multiple multicast
sessions given by source nodes s € S, receiver set Rs, and
helper nodes Hy =V — {s} — R, for session with source s.
Then, the rate region z = {zs,s € S} achievable by net-
work coding within each session is also achievable by
routing along 14 |Rs|+|Hs| Mutualcast trees for each source
s independently.

PRrOOF. Refer to [6]. [

This observation is interesting and practically important
in the sense that it states that for practical P2P topology,
routing is as good as intra-session network coding.

Further, surprisingly, we show in the following theorem
that routing is optimal and inter-session network coding is
not needed, if we require that each receiver is part of every
session, i.e., Rs U {s} = R for all s € S. (Note that each
receiver need not be a source though.) Such a scenario is
common in multi-party conferencing systems.

THEOREM 2. Consider a P2P topology in which peer up-
links are the only bottleneck. Consider multiple multicast
sessions given by source nodes s € S, receiver set Rs, and
helper nodes Hs = V — {s} — Rs for session with source
s. Further, assume that each receiver is part of every ses-
sion, i.e., Rs U{s} = R for all s € S, and hence Hy, =
V — R = H for all s. Then, the largest achievable rate re-
gion z = {zs,s € S}, achievable by network coding across
sessions, can be achieved by routing along 1 + |Rs| + |Hs|
Mutualcast trees for each source s independently. Further-
more, let Co(v) be the uplink capacity constraint for node v
in V', then the largest achievable region is given by

In contrast to the known results that inter-session coding
is needed to achieve the maximum rate region in general
topology, the unique structure of the P2P topology we con-
sider in this paper allows us to achieve the maximum rate
region by packing only linear number of Steiner trees per
source, if each receiver is part of every multicast session.
This result is not only surprising but also elegant.

We summarize the advantages and disadvantages of us-
ing network coding and packing (directed) Steiner trees to
achieve multicast rate region in Table 1.

2im < Cols) Vs e S, RIS 2 < Colv) - ﬁ S Colh)
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PRrOOF. Refer to [6]. [

2.3 Optimization Framework

With the packing Mutualcast trees approach, each source
s € S builds a set of depth-1 and depth-2 Mutualcast trees
to send data to all receivers in R along the trees. We denote
this set of trees also as s, and a source is identified by the set
of trees of which it is the root. Another advantage of this
packing trees approach is that the resulting solution also
includes session scheduling; therefore, the latter need not be
solved as a separate problem.

A tree m € s is a set of links and nodes that the tree
passes through; all receiver nodes on a tree receive the same
content at the same rate. We denote the rate of tree m as
Tm. Rates of the trees rooted at source s sum up to the
source rate zs, i.e., )., . Tm = 2s, Vs € S. The injecting
rate of link j is the aggregate rate of the trees that pass
through link j, denoted by y;, and is given by,

yEY D blwm, Vi

SES meEs:jeEmM

(1)

where 07" is the number of tree m’s branches that pass
through physical link j. Since different branches of a tree
in the overlay can pass through the same physical link in
the underlay, the tree rates might be counted multiple times
when computing the injecting rate of a link, hence the mul-
tiplication by b3".

Similarly, define the forwarding rate of a helper node h as

w2 > bram, VheH, (2)

s€S mes:them

where b} is the out-degree of helper node h in multicast tree
m. Denote y™ = [yx, h € H].
The aggregate utility maximization problem in P2P sys-

tems can be formulated as follows:
maxy,,. } Z |Rs|Us )

(=
seS mes

Yj < ij V] € Jv
where |Rs|Us (ZmES xm) is the aggregate utility of a group
Rs upon receiving content at rate Zmes Tm = 2zs, and
Ghr(yn) is the cost of using helper node h to deliver con-
tent at rate yn. As discussed earlier, this cost is to prevent
peers from abusing resources from helpers — sources and re-
ceivers should use helpers’ uplink capacities only after they
use up their own. Formally, if the optimum objective func-
tion value can be achieved without using (or using lower)
helper uplink capacities, then this should be preferred.

We assume that the utility functions Us(-),s € S, are
strictly concave, and the cost functions Gr(-),h € H are
strictly convex.

This problem formulation is applicable to many P2P ap-
plications in practice. For example, in P2P video conferenc-
ing systems with utility being the video quality, the problem
in (3) corresponds to maximizing the aggregate video quality
of all receivers. This formulation is flexible in the sense the
tree loss and delay characteristics can be easily taken into
account by adding a term e,,x,, with negative e,, into the
utility function representing the delay or loss cost of using
tree m.

The optimization problem in (3) is a non-strictly concave
optimization problem with linear constraints. It might have
more than one optimal {z,,}. However, the optimal aggre-
gate rate associated with each source {z} is unique. This

- Gl 3)

heH
s.t.
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Table 1: Comparisons of approaches to achieve multicast rate region

single source single source multi-source multi-source complexity
multicast multicast multicast multicast
(P2P topology) | (general topology) | (P2P topology) | (general topology)
network coding optimal optimal ? (open) ? (open) polynomial
packing optimal suboptimal optimal in suboptimal NP-hard in general,
Steiner trees certain cases polynomial in P2P

is because the objective function is strictly concave with re-
spect to {zs}, and the rate constraint region of {zs} can be
shown to be a polyhedron by eliminating the tree-rate vari-
ables x,, (for example, by Fourier-Motzkin elimination [3]).

For the concave optimization problem shown in (3), interior-

point and simplex based algorithms can be applied to solve
the problem in a centralized manner [2]. However, central-
ized solutions may put a huge burden on the central solver
and it requires the central solver to know the up-to-date
topology, peer uplink rates, cross traffic, and the utility func-
tion of each peer. Tracking these information may not be
feasible in practice and it is therefore desirable to have a
distributed algorithm that can be deployed in practice.

3. DISTRIBUTED ALGORITHM FOR
MULTI-TREE BASED MULTICAST

The optimization problem we consider in (3) is a non-
strictly concave optimization due to multi-path and multi-
tree routing between sources and their receivers. There are
three ways to approach such a problem in a distributed
manner, namely Primal algorithms, Dual algorithms, and
Primal-dual algorithms.

The advantages of Primal algorithms are their wide appli-
cability and fast convergence in multi-path/multi-tree rout-
ing scenarios [11]. The down side of the Primal algorithms
is that they typically only generate approximate solutions.

Due to the non-strictly concave objective function, stan-
dard Dual gradient algorithms fail to work since the gradient
is not everywhere defined. Alternatively, dual subgradient
algorithms [15] [31] and dual proximal algorithms [15] [20]
are proposed to solve the problem. However, convergence
of dual variables in these approaches are typically slow, and
recovering optimal primal variables from optimal dual vari-
ables requires solving another optimization problem. Fur-
thermore, it is not clear how to implement these algorithms
on today’s Internet.

In this paper, we focus on Primal-dual algorithms. As it
will be clear later, the advantage of our Primal-dual algo-
rithm are two folds. First, it can be implemented by utilizing
the delay measurements between peers, which makes it par-
ticularly attractive in practice. Second, we show that our
Primal-dual algorithm converges exponentially fast.

3.1 A Queuing Delay Based Primal-dual
Algorithm

The Lagrangian of the optimization problem in (3) is as

follows:
=3 |Rs|Us (25) = > Gulyn) = Y _ps (5 — Cy),

ses heH jed
(4)

where p; is the Lagrangian multiplier, and can be interpreted
as the price of using link j. Since the original problem in (3)
is a concave optimization problem with linear constraints,

strong duality holds and there is no duality gap. Any opti-
mal solution of the problem in (3) and one of its correspond-
ing Lagrangian multiplier is a saddle point of L over the set
{z > 0,p > 0}, and vice versa. Further, (z,p) is one such
saddle point of L if and only if it satisfies the Karush-Kuhn-
Tucker conditions [2]: Vs € S,Vm € s,Vj € J,

pi >0, y; <Cj, pi(y; —Cj) = 0, (5)
|Rs|UL(2s) — Z b G (yn) Z bi'p;

hem JjEM
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The first equation is the complementary slackness condition.
The optimal Lagrangian multiplier can be nonzero only if the
capacity constraint of link j is activated. We denote the set
containing all (z,p) that satisfy the above conditions by E.
As the original problem has at least one solution, E contains
at least one point and is therefore not empty.

There could be multiple saddle points of L since the orig-
inal optimization problem is not strictly concave. To pursue
one of the saddle points, we consider the following Primal-
dual algorithm, over the set {x > 0,p > 0}: s € S,Vm € s,
and j € J,

im = <|R Us(zs) = > bitGrlyn) — > b} pj)
hem JjEM

| "

b = & (W5 = Ci)y, » (8)

where k., is a positive constant controlling the adaptation
rate of tree m and (y; — Cj);rj = y,;(t) — C; if p; > 0, and
is max(0,y; — C;) otherwise. It is known that p; adapted
according to (8) is simply queuing delay [23]. Every saddle
point of L is an equilibrium of the above system in (7)-(8).

Whether the Primal-dual algorithm can be applied to multi-
path/multi-tree routing scenarios is an open problem. Served
as a negative result, it is shown that (z,p) following (7)-
(8) oscillates indefinitely in common multi-path unicast sce-
narios [30, Section 2.5]. Consequently, to our best knowl-
edge, almost no solution for multi-path routing utilizes such
Primal-dual algorithm.

In this paper, we give a general sufficient condition for the
Primal-dual algorithm in (7)-(8) to converge to the optimal
solution, regardless of unicast or multicast, single path or
multipath routing. To our best knowledge, this is the first
attempt to characterize the applicability of the Primal-dual
algorithm. We believe its applicability is beyond the P2P
systems we studied in this paper.

We give the definitions and notations to be used in later
analysis. Let A be the connectivity matrix, where the (i, 5)
entry is the number of branches of tree j passing through
link . This is different from traditional connectivity ma-
trix (for unicast) as its entries can take values other than
1 or 0. Similarly, let Ay be the helper connectivity ma-
trix whose entries being the number of branches of a tree



passing through a helper. Let K = diag{km, m € s,s € S},
C = diag{C}j, j € J} where J is assumed to contain only the
bottlenecks without loss of generality. Let B be the matrix
representing the relation of source rate, rate passing through
helpers and the tree rate, with the (4, j) entry being 1 if tree
J belongs to source 4, being b! if tree j passes through helper
i, and 0 in any other cases.

The following Lemma shows that the nonlinear system in
(7)-(8) converges to an invariant set, over which the nonlin-
ear system turns into a linear one.

LEMMA 1. All (z,p) trajectories of the system in (7)-(8)
converge to an invariant set, denoted by Vo = {(&,p)

[2, ng]T = BT = const}, over which the following is true:

o z and g™ are the unique solution to the problem in (3);

e the nonlinear system reduces to a linear one:

T=KU — KAuG' — KATH )
p=C"1Az — 1

!/ .
where U’ and G’ are constant matrices;

e the above linear system is marginally stable, each of its
trajectories do mot converge, and all trajectories form
limit cycles.

Shown by the above theorem, (z,p), trajectories of the
system in (7)-(8) converge to a set Vy where the source rates
Z are optimal. Clearly, all saddle points of L belong to Vo,
and F C V. If we also have Vp C F, then the Primal-dual
algorithm solves the problem in (3).

However, it is possible that Vj contains some (Z,p) that
are not in F; ¥ and p are not zero. If (z,p) moves onto
these points, then they will keep oscillating and never con-
verge. This is exactly the challenge of using the Primal-dual
algorithm in multi-path/multi-tree routing scenarios, and
explains the oscillations in rates and delay discussed in [30].

One way to guarantee Vp = F is to utilize the fact that Bz
is constant to explore the conditions for Vj to not include
those singular points, as explored in the following theorem.

THEOREM 3. All trajectories (z,p) of the system in (7)-
(8) converge globally asymptotically to one of its equilib-
ria and Vo = E, if p is completely observable from (z,77)
through the linear system in (9). Equivalently, Vo = E if for
any eigenvalue of C~*AK AT, denoted by X,

C'AKA" — \I
mnk< BEAT ) = |J|. (10)

PRrROOF. Refer to [6]. [

Furthermore, we can access a stronger convergence result
for the Primal-dual algorithm in (7)-(8), if the above condi-
tion is satisfied.

THEOREM 4. If the Primal-dual algorithm in (7)-(8) con-
verges globally asymptotically, then the following is also true:
there exists a compact set ) such that any compact set con-
taining 2 is a positive invariant set of the system in (7)-(8).
Further, if (z,p) are bounded within one such compact set,
then the system trajectories (x,p) converge to the equilibria
globally exponentially.

PRrOOF. Refer to [6]. [

The Primal-dual algorithm described in (7)-(8) can be im-
plemented by each link generating its queuing delay and each
source adjusting the rates of its trees by observing sum of
the queuing delays introduced by using the trees. As such,
the algorithm can be implemented in a distributed manner.

The condition in (10) may not be satisfied under some
network settings, and the Primal-dual algorithm may not
converge. One example is shown in [30, Section 2.5].

Interestingly, the unique structure of the P2P topology
allows us to prove that the sufficient condition can be eas-
ily satisfied for two typical P2P systems as explored in the
following subsections.

3.1.1 P2P Content Dissemination Scenarios

Consider a P2P data dissemination system with n peers,
among which there are sources, receivers, and helpers. Ev-
ery source distributes its content to its receivers, with or
without the assistance of helpers. A receiver can receive
contents from multiple sources simultaneously, while sources
are servers that only distribute data but do not receive con-
tents. These scenarios correspond to the popular P2P file
distribution and P2P streaming scenarios in practice.

Assume the first ns number of the nodes are sources. De-
fine R;;1 < i < ng, to be the set of peers that want to
receive contents from source ¢. Define H;,1 < i < ns be the
set of helpers that help distributing the content of source 1.
For the ease of explanation, we assume there is no helper
in the following analysis, i.e., H; = (). The analysis can be
straightforwardly extended to the case where H; # ().

Let n; = |R;| + 1, 1 < i < ns. Each source uses total
n; + 1 Mutualcast trees to deliver its content. For the sake
of simplicity, we use the following notation when stating
the result. We denote z;; as the rate of tree j of source i
passing through node j in the level one, with 1 < 7 < n
and 1 <i < n,. Let k;; represent how fast the tree rate z;;
adapts, and k;; = 0 if j ¢ R; and j # 4. This is equivalent
to having exactly n; + 1 trees for source i. Since a source is
not receiver for other sources in our P2P data dissemination
scenarios, we also have k;; =0 for all 1 < j < n, and j # i.

The following theorem gives a sufficient condition for the
Primal-dual algorithm in (7)-(8) to converge to the saddle
points of L in P2P data dissemination systems.

THEOREM 5. For P2P data dissemination systems in P2P
topology, all (z,p) trajectories of the system in (7)-(8) con-
verge to one of its equilibria globally asymptotically, if the
following conditions are satisfied:

o Foralll <i#j<mn,& #§&;, where
(n—1)mny .
1l
él = { 1 <

ten Zj:lERj (nj —

lglgns;

1)2kjl7 otherwise

° kii<%kij,f07’a”1§i§ns andns < j <n.
PRrROOF. Refer to [6]. O

In practice, these conditions are in fact easy to satisfy
with high probability. For example, source i can generate
kij,j # i in a suitable range randomly such that the first
condition is satisfied with a good chance.

Source ¢ can then select k;; such that the second con-
dition is satisfied under practical relationship between Cj,
normally the server bandwidth, with C), normally peers’



(home users’) uplink bandwidth. For instance, we can as-
sume practically min(g—;) = 1 and set k;; to be less than
1 min;(ks;) in a random fashion.

In practice, satisfying this condition also forces the source
to adapt the depth-2 Mutualcast trees with high priority, in-
dicating source nodes, normally the server, will adapt quickly
to the network condition changes in receivers, as compared
to the response to its own uplink condition change.

3.1.2  Multi-party Conferencing Scenarios

Consider a P2P multi-party conferencing system with the
first ns of them being participants and the rest n; of them
being helpers. Every participant wants to receive contents
from all other participants. The following theorem gives a
sufficient condition for the Primal-dual algorithm in (7)-(8)
to converge to the saddle points of L in P2P multi-party
conferencing systems.

THEOREM 6. For multi-party conferencing systems in P2P
topology, all (x,p) trajectories of the system in (7)-(8) con-
verge to one of its equilibria globally asymptotically, if for
source s, all its ky,,m € s are the same.

PrROOF. Refer to [6]. [

The requirement of having all k,, to be the same for all
m € s is easy to satisfy in practice. It implies every source
should adjust its tree rates at the same adaptation rate,
which is also convenient.

4. PRACTICAL IMPLEMENTATION

We implemented a prototype of a P2P multi-party con-
ferencing system. In such a system, each participant peer is
a source of audio and video streams and at the same time
wants to receive videos from all other participants'. Some
peer nodes not interested in sending and receiving videos,
such as the MCU, may decide to become a helper and assist
in the audio and video delivery.

Implementing the Primal-dual algorithm in (7)-(8) ap-
pears to be straightforward. We first describe the functional-
ity implemented by each peer, then highlight four important
issues we addressed in the implementation.

4.1 Peer Functionality

Besides encoding and decoding video streams, each peer
(except helpers) is also involved in building and maintaining
multicast trees, and forwarding packets along the trees.

As a source, every peer is the root of its n multicast trees.
It sets up these trees at the beginning of the conference,
adjusts them upon peer joining and leaving, and splits the
encoded data among the trees. Peers also collect queuing
delay information from other peers on their trees and adjust
the tree rates according to (7).

Each peer on multicast trees also forwards the packets
from upstream tree branches to downstream branches. It is
achieved by building a forwarding table, which maps a tree
number, contained in every packet, to a list of its down-
stream peers. For instance, the helper D in Fig. 4(a) makes

!The audio stream rate is constant and typically small com-
pared to the video stream rate. In practice, audio streams
are transmitted to a Media Control Unit (MCU) and deliv-
ered to peers by this central server. As such, only transmis-
sion of video streams needs to be considered.

two copies of every packet it receives from one peer (A, B,
or C, respectively), and unitcasts the copies to the other two
peers.

Meanwhile, peers on multicast trees also measure queuing
delay between two peer nodes and return these measure-
ment to the root. This is done in a simple way that will be
discussed later.

4.2 Queuing Delay Measurement and Updat-
ing Tree Rates

Seen from (7)-(8), the key in implementing the Primal-
dual algorithm is to measure the queuing delay p; of peer
j’s uplinks, for all j € J. Under the setting that peer up-
links are the only bottleneck in P2P systems, the end-to-end
queuing delay between peer j and its offspring peers on mul-
ticast trees is equal to the queuing delay p; of the peer j’s
uplinks. Therefore, we can measure p; by measuring the
end-to-end delay between peer j and its offspring peers. To
ensure a fully distributed solution, it is desirable to carry
out such end-to-end delay measurement without global syn-
chronization across peer nodes.

In our implementation, we use the difference in relative
One-Way-Delay (ROWD) to measure the queuing delay be-
tween two peer nodes. ROWD is the relative difference be-
tween the packet sending time at the sender peer, and the
packet receiving time on the receiver peer. It is known that
queuing delay between two peers can be estimated by the
difference between current ROWD and the smallest ROWD
seen in the history [4].

The advantage of measuring delay based on ROWD is that
it does not require time synchronization across peers. The
overhead of distributing the delay information is negligible
as it only requires few bytes per packet and it is distributed
together with each peer’s video.

Upon collecting the necessary delay measurement p; (j €
Rs; U H U {s}), source peer s computes an average queuing
delay for each peer on its trees, by doing a running aver-
age over the last three queuing delay measurements of the
peer. The purpose of doing so is to achieve a balance be-
tween robustness to measurement noise and quick response
to network condition changes. Source s then updates its tree
rates z,, (m € s) according to (7).

4.3 Utility (PSNR) Modeling

In video processing, PSNR metric is the de facto standard
criterion to provide objective quality evaluation between the
original frame and the compressed one. For the original
video frame f1 and the compressed frame f2, each containing
N x N pixels with values in [0, 255], the PSNR is computed
as follows:

2552 x N2

PORED DACAES AUk

where fi7 and fi are the pixel values in i-th row and j-th
column of frames f1 and fa, respectively.

Interestingly, we empirically found that the PSNR of a
source s’s video coded at rate zs can be approximated by
logarithmic function S, log(zs), with higher (s for videos
with large amount of motion and lower (s for rather still
scenes, and they can be obtained from the video encoder
of source s during encoding. Based on this empirical ob-
servation, we use utility function Us(zs) = Bs log(zs) in our

PSNR(f1, f2) = 10log,,

)
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Figure 3: The logarithmic approximation of PSNR
curves of Akiyo, Foreman and Tennis sequence.

experiments.

Fig. 3 shows PSNR curves of three videos as functions of
encoding rates. These represent the receiving video quality if
a source peer encodes and sends its video at these rates. We
have chosen three video sequences in CIF format: Akiyo,
Foreman, and Tennis. They represent low, medium, and
high motion scenes, respectively. We encoded the videos
by H.264/AVC Reference Software Encoder (ver. 12.2) [14]
with various bitrates to obtain the PSNR curves.

4.4 Implementing Helper Cost Function Us-
ing Delay

In order to implement the Primal-dual algorithm in (7)-
(8) in practice, we need to generate cost of using helpers ac-
cording to their cost functions Gy (yr ), and to update source
peers about their values.

The idea is to implement it as an additional artificial delay
that helper h injects when forwarding every packet. When
peers compute the queuing delay for packets received from
a helper node h, they add a small amount of G}, (yx) to
it. This artificial portion of delay will be then distributed
back to the source peers. In this way, the source peers will
naturally take this G}, (yn) cost into account when adjusting
the tree rates according to (7).

4.5 Bounding the Average Queuing Delay At
the Equilibrium

On one hand, our solution uses only depth-1 and depth-2
Steiner trees to deliver contents from a source peer to its
receiver peers. Consequently, every packet goes through at
most one hop (i.e., two tree branches) in the overlay before
reaching all receivers, resulting in low end-to-end propaga-
tion delay in packet delivery.

On the other hand, one solution relies on the queuing de-
lay experienced by packets to control the tree rates properly.
As queuing delay also contributes to the end-to-end packet
delivery delay, it is then desirable to bound the queuing de-
lay experienced by packets at the steady state of the system
after the tree rates converge.

Let (Z, p) be the equilibrium tree rates and queuing delays,
and let Z = Bz, 77 = AgZ and § = ATp. Let d,n, be the
average queuing delay in packet delivery along tree m at the
equilibria. The following proposition states the relationship
of d,, and utility functions:

ProposITION 1. The following optimization problem, with
a being a positive constant, has the same solution as the one

max(g,,} «

3 IR.|U. (Z xm> -y Gh(yh)} (11)

ses mes heH
s.t. y; < Cj, Vjed,

Meanwhile, at the equilibria of the above system, for all m €
s, we have

du < 20UL(2,). (12)

As such, given a lower bound on zs, we can bound d,, with
a designed value by tuning the constant «. For example, for
P2P multi-party conferencing system, the system designer
may want to set a limit on how low the equilibrium source
rate can be, since the video quality will be unacceptable at
such limited rate. This will give a lower bound on zs, and
hence a lower bound of U.(Zs) for all s € S. Then the de-
signer can bound the worst-case d,, with a designed value by
solving « according to (12) with the designed value and the
lower bound for lower bound of U;(Zs). It should be noted
that in practice the converged source rate is larger than the
video rate limit, the experienced d,,, will be therefore smaller
than the worse-case bound set above.

S. EXPERIMENTAL RESULTS

We use PCs running Windows XP and Network Emulator
for Windows (NEW) connected to a LAN for Scenarios 1
and 2. NEW is a software based network emulator that
allows realistic emulation of different network characteristics
such as bandwidth emulation, packet loss and latency [28].
Scenarios 1 and 2 use the topology and network conditions
described by Fig. 4(a).

We have also conducted experiments in Scenario 3 and 4,
under real Internet settings with peers being spread around
the US and virtual machines in a Virtual Lab [29], respec-
tively.

(a) (b)
Figure 4: Scenarios 1 and 2: (a) Propagation delays
and uplink bandwidth constraints for each peer and
link in our experimental testbed. (b) Multicast trees
for three nodes (A, B, C') and one helper (D) from
Section 2.2.

5.1 Scenario 1: X-Traffic and Utility Changes

In the first experimental scenario we show how our system
adapts to network dynamics (i.e., cross traffic) and utility
changes. We have three peers A, B, C initialized with the
same utility function, i.e., parameter S4 = B = [Bc. At
time 200 seconds (g is increased by 50%. At time 400 sec-
onds we start sending additional traffic of 200 kbps from
peer B and stop at 600 seconds.

Fig. 5(a) through 5(i) show the rates and total queuing
delays for each tree in the system. As seen in Fig. 5(a),



peer A does not utilize its depth-1 direct tree, because it
requires twice as much bandwidth of peer A compared to
sending content through other peers and peer A has the
lowest bandwidth capacity. Moreover, other peers are not
utilizing trees in Fig. 5(e) and 5(f) in order to avoid excessive
congestion at peer A and to allow it to fully use its upload
bandwidth for trees going through other peers (Fig. 5(d) and
5)(g) to distribute A’s video.

The sending rate of peer B starts to increase at time 200
seconds as its utility function becomes steeper, indicating
the conference participant starts to introduce a large amount
of motion in its video. Specifically, the rate of tree in Fig.
5(h) increases at the expense of peer C' (Fig. 5(h)) which
has lower utility. All peers are using peer C, the peer with
the maximum bandwidth, as can be observed from Fig. 5(g)
and 5(h). The cross traffic at peer B initiated at 400th
second causes a decrease in rates for trees in Fig. 5(b) and
5(i) as peer A stops using congested peer B and peer B
decreases utilization of the direct depth-1 tree. The system
always quickly converges to one of the optimal solutions after
network conditions or utility function changes (in less than
20 seconds), see Fig. 5(m)).

In order to confirm the results of our distributed algorithm
we run a Mosek [26] program to solve the optimization prob-
lem in (3) using the same topology and utility functions.
The optimal tree rates allocation generated by Mosek con-
firms our above observations and the optimal utility value is
shown in Fig. 5(m) and 5(o).

It takes 76ms on average to deliver a packet containing
video from a sender to a receiver in Scenario 1 (with latencies
between peers A — B, B — C and C — A, 18, 36, 22ms,
respectively, described in Fig. 4(a), and queuing delays from
Fig. 5). If we distributed the videos in a simulcast way
the average delay would be 27ms but the maximum utility
would not be possible to achieve. We see that the proposed
algorithm incurs very little queueing delay in the system.

5.2 Scenario 2: Peer Joining and Helper

In the second experimental scenario (Fig. 5(n)), the three
peers are sending videos with various motion characteris-
tics (B = 0.984, Bc = 1.284, Bp = Ba). A fourth peer
(D) joins the group, first as a source&receiver peer at time
200 seconds, and as a helper at time 400 seconds. When it
becomes a helper, it is no longer generating its own video
stream and is not interested in receiving the videos from
other peers but it just helps forwarding the video content to
them.

In this scenario we see that the system adapts the sending
rates quickly to accommodate the new joining peer at time
200 seconds. Maximum utility is achieved within 30 seconds
and note that the convergence rate can be controlled by the
km parameter in (7). As each video has to be delivered
to more peers, we see a drop in the total rates. The sys-
tem adapts again as the peer becomes a helper at time 400
seconds, where the rates react to fully utilize the available
bandwidth and maximize the utility function (Fig. 5(0)).
Note that with the helper, rate of each source monotoni-
cally increases and the converged utility is higher than the
one without helper, i.e., before second 200 seconds.

5.3 Scenario 3: Internet Experiment - 3 Peers

In this scenario we run a short 2-minute 3-party confer-
encing over the Internet using 3 computers spread around

the US. In this case, every peer will use 3 spanning trees to
deliver its contents. Uplink bandwidth limits are 384 kbps
for peer A, 256 kbps for peer B, and 128 kbps for peer C.
The utility functions for all peers are set to be the same. The
average round trip time between peers are: 79 ms between
A and B, 40 ms between A and C, and 65 ms between B
and C. Fig. 6 shows the source rates, tree rates and average
tree branch delays for each peer. Fig. 6 also shows the utility
achieved in the experiments as well as theoretical optimum.
We use the same k,, for all the trees of a peer. As such,
we use ka,kp and kc to denote the tree rates adaptation
speeds for A, B, and C, respectively.

Seen from Fig. 6(a), the source rate of A ramps up fastest
among the three peers, this is because we set ka to be the
largest among the three. Similarly, the source rate of C
ramps up slowest since k¢ is the smallest among the three.

We observe that the queuing delay varies as the programs
adjust the tree rates. We also observe from Fig. 6(a) that the
average tree branch delays for A, B and C are about 19 ms,
20 ms, and 45 ms, respectively. Shown in Section 4.5, the
average packet delivery delay is approximately twice the sum
of the average one way propagation delay and the average
tree branch delay. Therefore, the average packet delivery
times for A, B and C are about 91 ms, 105 ms, and 128 ms,
respectively. These values are within the acceptable range
for smooth conferencing experience.

5.4 Scenario 4: Scalability Study

The last scenario (Fig. 7) shows a large conference with
10 peers successively joining. The conference starts with 3
peers and every 60 seconds a new peer joins. All 10 nodes
have an uplink bandwidth of 384 kbps and they were run on
virtual machines in a Virtual Lab [29].

Forming a large video-conference does not incur excessive
overhead and costs to set-up and maintain the multicast
trees. When a new peer joins a conference, all peers update
their trees which is a very simple operation and the rate up-
dating algorithm continuously changes the rates to achieve
optimal use of all the available bandwidth (as described in
Section 4). Note that all the necessary information can be
easily spread throughout the system by appending it to any
video packet as it is delivered to all peers.

During peer joins we can observe a peak in the queuing
delay (see a detail in Fig. 7(b)). This is due to the necessity
to immediately deliver all video streams to the new peer and
the trees react by reducing their rates. After few seconds the
rates increase as the new peer helps to distribute the videos
through newly created trees. The peaks can be avoided by
reducing the tree rates when new peer joins, proportionally
to the number of tree branches before and after, which will
also remove the drops in utility graph (Fig. 7(a)) and speed
up the convergence. We disabled this feature to show the
natural reactions of the system. The computational costs
for updating tree rates and memory requirements are neg-
ligible. Peers only keep track of the last few queuing delay
measurements for each other peer’s uplink and compute the
running averages over them.

However, the rates decrease in general as peers join be-
cause there is a need to deliver each peer’s video stream to
more peers and new streams of the newly added peers fur-
ther increase this demand, but the new peers provide only
a small amount of newly available bandwidth for the sys-
tem to use. This is a scalability issue and you can observe
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from the graph that to run a large video conference peers
need to have sufficient bandwidth or they would suffer from
low video bitrates otherwise. A nice property of our scheme
is that helper servers with an extensive bandwidth capac-
ity can be easily accommodated to help in a large confer-
ence and we can control their use and the associated costs
(Section 4.4). The multi-party video conferencing use case
is inherently intended for a small number of peers, unlike
other P2P streaming applications, and is limited by the fact
that adding a new peer brings a burden of both delivering
all previous video streams to a new destination and also de-
livering a new stream to all previous peers. The significant
advantage of using our scheme is that it combines common
video delivery schemes (direct, helper server assisted and
peer assisted delivery) into one framework and uses them in
an optimal way.

With more peers both the delays and rates exhibit more
oscillations and the delays increase as there are more nodes
and trees involved but still stay reasonably small. The os-
cillations in Fig. 7(c) grow with the number of trees because
the graphs show the aggregated rates of many trees and all
the tree rates behave according to the same queuing delay
measurements for the uplinks of peers. The measurements
are correlated (see Fig. 7(b)) and thus the noise amplitude
increases. We can also see that the utility achieved is op-
timal even though for 10 peers the oscillations are too big
to let the rates stay at the optimum as our system tries to
keep queuing delays low. Note also that we can temporar-
ily exceed the optimum utility in the plot 7(a) because our
methodology of computing utility is based on sending rates
which can temporarily exceed the bandwidth limits.

6. CONCLUSION AND FUTURE WORK

We investigate the multi-source multicast utility maxi-
mization problem in P2P systems. The nature of P2P topolo-
gies allows us to tackle difficulties arising in the general net-
work case in a surprisingly elegant manner. We show that
routing along a linear number of trees per source can achieve
the same rate region as that obtained through (inter-session)
network coding. We develop a new multi-tree routing for-
mulation for the multicast utility maximization problem. It
not only eliminates some mathematical difficulties associ-
ated with previous formulations, but also leads to practical

solutions. We further develop a Primal-dual distributed al-
gorithm to maximize the aggregate utility. We propose a
sufficient condition to evaluate convergence of the Primal-
dual algorithm in multi-path routing scenarios, and prove
its global exponential convergence under different P2P sce-
narios we studied. Our approach naturally accommodates
helper nodes within the optimization framework. The de-
veloped algorithms are practical and easy to implement in a
P2P overlay over the current Internet. Experimental results
over both testbed and the Internet show that our solution
converges quickly to the optimal utility, and re-optimizes it-
self after network conditions or utility function change. It
is also resilient to peer nodes joining and leaving over time.
Its scalability is also studied.

We are investigating the scalability of our solution in large
P2P systems. The scalability of our current solution is lim-
ited by the fact that branching out-degree of multicast trees
used is linear in the number of receivers. Another area of
future work would be to consider multirate multicast where
different receivers can receive the same video at different
rates through the use of scalable coding or transcoding.
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