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Enhanced Particles With Pseudolikelihoods
for Three-Dimensional Tracking

Huiying Chen and Youfu Li, Senior Member, IEEE

Abstract—In this paper, we propose a new method to fuse
sensing data of the most current observation into a 3-D visual
tracker using pseudolikelihood functions with particle filtering
techniques. With the proposed approach, the importance density
function in particle filter can be modified to represent posterior
states by particle crowds in a better way. Thus, it makes the
tracking system more robust to noise and outliers. On the other
hand, because the particle interpretation is performed in a much
more efficient fashion, the number of particles used in tracking
is greatly reduced, which improves the real-time performances
of the system. Simulation and experimental results verified the
effectiveness of the proposed method.

Index Terms—Importance density, particle filtering, pseudo-
likelihood, 3-D tracking.

I. INTRODUCTION

ISUAL tracking is to continuously estimate and update

the position and orientation of a target. In a visual tracking
context, much effort has been devoted to tracking problems
in feature space, i.e., image features on the image plane have
been adopted, analyzed, and tracked to achieve tracking tasks.
This kind of tracking, without recovering the depth informa-
tion, is considered as two-dimensional (2-D) tracking. In 2-D
tracking, no depth information is recovered, which may lead to
undesirable tracking performance. For instance, vision systems
need the depth information to adjust their optical parameters
to suitable values for tracking for better detection of the target
object [1]. In silhouette tracing, depth information is needed
for defining the size of the target or deciding a proper targeting
area [2].

Three-dimensional (3-D) tracking, which reveals the targets’
information in one more dimension than 2-D tracking, can pro-
vide more degrees of freedom in its application. For example,
it can be directly used in dynamic 3-D estimation or, with the
depth information recovered, it can help in collision avoidance
in 3-D space [3].

From the viewpoint of depth information recovery, 3-D
visual tracking can be performed with three main kinds of
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methods: 1) using two or multiple simultaneous views (e.g.,
stereopsis or multicamera network [4]-[6]); 2) using two or
multiple nonsimultaneous views (e.g., a moving camera [7]);
and 3) using a single view with an active setup [8], [9].

As 3-D visual tracking [10], [11] is one of the typical non-
Gaussian and nonlinear state-space estimation problems [12],
the popular way to tackle it is by using the particle filter (PF),
also known as condensation or sequential Monte Carlo method
[13]-[15], which is a powerful simulation-based method.

However, a general 3-D tracking problem with 6 DOF of-
ten requires thousands of particles [16], which can run foul
of computational complexity and further interfere real-time
performance for tracking agile motion. On the other hand,
in generic particle techniques, the most common strategy is
to choose the transition prior P(x|z,_1) as the importance
density function [13], [17], [18]. As a result, the proposed
density function used for sampling is independent of the most
current measurement, and thus, it is sensitive to outliers. In
order to tackle the problem, various approaches have been taken
using variational optimization or local linearization methods.
Gordon et al. [13] presented a prior editing method, in which an
ad hoc acceptance test was used to propose particles in regions
of high likelihood. There were some other approaches [19], [20]
that used the extended Kalman filter (EKF) [21] to calculate the
approximation to the true posterior as the importance density.
van der Merwe et al. [22] improved the method by employing
more accurate approximations from the unscented Kalman
filter (UKF) instead. Although the aforementioned approaches
enhanced the robustness of PF algorithm, they did not provide
the way to release the computational burden.

In this paper, we propose a new method to fuse sensing data
of the most current observation into a 3-D visual tracker with PF
techniques. Incorporating with the sensing data, the importance
density function becomes well modified so that particle crowds
can represent the posterior states in a much more efficient
fashion. Consequently, the number of particles used in tracking
is greatly reduced. We have proved that only about 100 particles
are enough to perform a real-time 3-D tracking process with an
active vision system. In our previously reported work [23], a
data fusion method for active sensing was presented. This paper
further explores the fusion factor and criterion for optimizing
the importance density function. Some new results are also
given.

II. THREE-DIMENSIONAL TRACKING WITH AN ACTIVE
VISION SYSTEM UNDER PARTICLE FRAMEWORKS

The 3-D tracking task for rigid body tracking here is per-
formed with an active vision system [24], [25] using pattern
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projection, which is similar to a passive stereo vision system
with one of the cameras replaced by a projector. Using a color-
encoded structured light pattern [26], the active vision system
can yield good results in 3-D visual sensing with a single view.
Compared with other 3-D sensing systems, such as stereo vision
systems, active vision systems have the merit that they can
find feature points (points on the projected pattern) easily, even
when the target object has a smooth and continuous surface.
With an active vision system, the tracking task is formulated in
the framework of particle filtering as follows.

A. State Transition

Suppose that the target object is rigid. We define the state
vector of the object as (T, )T, with T = (X, Y, Z) being the
position of the object frame in a fixed world frame and ) =
(¢, 0,1) being the orientation of the object frame in the world
frame.

At the kth state, the next object position and orientation can
be computed using velocities with an independent first-order
Gaussian random walk model (see [23] for details)

Qi1 = + At-Qp (D

Tiewr =Ti + At - R() - )

where At is a short sampling time, and R is a rotation matrix.

B. Observation

For the camera, the relationship between 3-D coordinates
of an object point from the view of the camera X°®™ =

(Xxcam ycam  zcam 13T and jts projection on the image
meam — ()\ucam Apcam ) )T is giVCl’l by
mcam — Mcamxcam (3)

where M“™ is a 3 x 4 perspective matrix of the camera, A
is a scale factor, and u“*™ and v“*™ are the image feature
coordinates in the image plane. Equation (3) expresses the
direct measurement by the camera. We term this process as
passive sensing. Such data are a kind of midway results in the
active visual system.

The observation of the 3-D target location by active sensing
can be determined by (see [23] for detailed derivation)

xeam _ Q—lmiam (4)

where Q is a4 x 4 projection matrix with camera and projector
parameters, and m%™ = (Au™  J\pem X 0)7T.

C. Prediction

At the kth state, let the unknown state vector be . Assume
that the probability function of the prior state vector is repre-
sented by P(z|z_1), which can be derived from (1) and (2).
Then, assume that we have & independent observations of the
state vector y = (yl, Y2, ,yk) drawn from a normal popu-
lation with unknown mean and known variance. According to
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Bayes’ rule, the posterior probability function of the state vector
can be calculated using the following:

zg | zp-1) Py | 2k)
P(y)

The value of P(y), which is a reciprocal of the normalizing
constant for the probability density function in (5), can be
calculated as P(y) = [ P(zy)P(y | x1) dxy. Because P(y) is
a constant, (5) can be written as

Play|y) = L )

P(xy |y) o< P(og | op-1)P(y | 2k)- (6)

The weight of particle ¢ can be defined from the likelihood
function as

Py |2p-1) Py | k)

wh o< wh (7)
(k| Tp-1,y)
where (2 | 2k_1,y) is the importance density function.
The particle weights can be normalized as w0},
i Wi
wk N i (8)
i1 W

where IV is the total number of particles. Consequently, the
approximation of the posterior density is expressed as

N
Pz |y) ~ Zw,@a (v — 2}) ©)
i=1
with § being a Dirac’s delta function [14].

IIT. DATA FUSION FOR IMPORTANCE
DENSITY OPTIMIZATION

A. Data Fusion Algorithm and the Pseudolikelihood

In the particle framework, the posterior density is approxi-
mated by a weighted sum of N particles that are drawn from an
importance density. Thus, the choice of the importance density
directly influences the property of sampling, and it is a crucial
factor. If the importance density is too small for some part
of the support state of the posterior, one will need very large
sample size to approximate the state properly. On the contrary,
if the importance density is well designed, only a small number
of particles will be needed to draw a good representation of
the state. In generic particle techniques, the transition prior
P(xy | xp—1) has often been employed as the importance den-
sity. This is a reasonable choice because, first, the transition
prior P(xy, | xx—1) is handy and easy to be calculated that it will
not increase the computational complexity of the system. Sec-
ond, according to continuity, the distribution of state x; may not
differ much from its prior state x_1 in short-time propagation;
thus, P(xy | z;—1) can represent the posterior state intuitively.
However, because P(xj |xi—1) is independent of the most
current observation information, it is sensitive to outliers. For
instance, when the new measurements appear in the tail of the
prior or if the likelihood is too peaked in comparison to the
prior [13], P(xy | x—1) will fail in interpreting the posterior
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Fig. 1. Data fusion with updated passive sensing data.

properly. Here, we propose a method to fuse passive sensing
data into the importance density function for optimizing particle
sampling to reduce the number of required particles. We use
the passive sensing data rather than the active sensing data for
reference because they are handy to be used and easier to be
modeled.

In order to obtain better expression of the posterior state,
importance density function should be moved toward the region
of high likelihood. Notwithstanding, because the support valu-
ables are different, likelihood functions cannot be used directly
to modify the importance density. To surmount this problem,
a pseudolikelihood function is first generated with the latest
passive sensing data. Then, the pseudolikelihood is projected
to the importance density space, and the importance density is
modified by fusing the sensing data in it. The pseudolikelihood
function is generated with the most current observation of
certain reference feature points through passive sensing. It
is a subset of the likelihood function, and it can represent
the likelihood function to certain extent. The advantage of the
pseudolikelihood function is that it can be projected to the
importance density space easily by using the inverse procedure
of passive sensing observation model (a monocular camera
model). The basic idea of the proposed approach is shown in
Fig. 1. Suppose that, in a set of reference points, the observation
of passive sensing (of a monocular camera) can be expressed as
a function of the current state with noise

i = gj(@x,¢),  j=1,...,Ng (10)
where ( is the noise, and N, is the number of reference points.

Equation (10) can be looked on as a pseudolikelihood
function

yit ~ Ly = P (y|zt). (11)

On the contrary, the current state can be estimated using the
inverse function of (10) as

zr =g " (zr-1, 98, ¢) (12)

IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 56, NO. 8, AUGUST 2009

TABLE 1
PASSIVE DATA FUSION ALGORITHM IN PF

Assume that at the previous state k-/, we have the particle crowd

{)(:L1 s Wli—l}iiil , then proceed as following at time k&

1. Sampling: simulate x]i ~ P(x, |xk—1)

2. Calculate weights: compute the weights according to likelihood
function and conduct normalization
3. Pseudo likelihood computation:

. 7 R
caleulate [ = P(x, ’xk—layk .¢)
4. Data fusion:
simulate x;( , draw N samples from the prior P(xk’xkil) and
(- )N samples from the pseudo likelihood projection

P(x/c|xk719y/fbé,) , where ¢ is a data fusion factor, 0 < ¢ <1

5. Update weights: compute the weights according to the new likelihood
function and conduct normalization
6. Resampling

which is, in fact, a projection of the pseudolikelihood to the
importance density (zy) space

L, =P (x| zp-1,95,C) - (13)

Then, (13) can be used to achieve the algorithm for data
fusion, as shown in Table 1.

B. Importance Density Optimization

Degeneracy is a common phenomenon with PFs (see [19]).
As a result of degeneracy, all but one particle will have negligi-
ble weight after a few state transitions. Degeneracy implies the
wastage of computational resources that much effort is devoted
to updating particles whose contribution to the approximation
to posterior states is almost zero.

We can here adopt the effective sampling size N,‘;H [27],
which is a suitable measure of degeneracy, as a criterion to
guide the optimization process for data fusion.

As N¢™ cannot be evaluated exactly [28], an estimate NC
of IV, ,gff can be calculated by

N 1
S —
SV (@)’

where 1@}, is the normalized weight indicated in (8).

A large N¢ implies that the likelihood is located closely to
the prior P(xy | xx_1), so that the particle crowd from the prior
zi can be relied on better. Thus, the percentage of effective
sampling N, S /N can be used to define the data fusion factor o
(see Table I) for importance density optimization by choosing

(14)

15)

where p is a positive scale factor p > 1.

According to our previous study [29], when the configuration
of the vision system (i.e., relative location to the object, optical
and physical parameters of the camera and the projector) is not
well designed, the percentage of effective sampling N fo /N can
be very small, which even may drop down to 5% sometimes.
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(a)

(b)

8s 25s

Fig. 2. Active visual tracking. (a) Without passive data fusion. (b) With pas-
sive data fusion. (Red circles) True object locations. (Green boxes) Estimations
from active sensing. (Blue points) Estimations from particle filtering.

Since the effective sampling size is corresponding to the track-
ing error to some extent [29], a small effective sampling size
may cause a large tracking error by particle estimation. In this
case, the transition prior P(x | 2—1) is not suitable to guide
the importance density on its own. The pseudolikelihood, which
represents the most current sensing data, will help the PF obtain
better sampling and reduce tracking error.

The value of p can be determined empirically or it can simply
be chosen as one.

Then, the new particle crowd after data fusion is

v =ax, + (1 - a)i (16)

where x} is drawn from the prior, and &} is drawn from the
pseudolikelihood projection.

IV. SIMULATION AND EXPERIMENTAL RESULTS
A. Simulation Results

1) Effectiveness of Data Fusion: We first studied and veri-
fied the effectiveness of passive data fusion. Fig. 2(a) and (b)
shows the simulations of the proposed PF for active tracking
with and without the fusion of passive information. In Fig. 2(a),
lacking of the fusion of passive sensing information, the particle
tracker used about 16 s to converge to the true object location.
Fig. 2(b) shows that, under the same condition, the fusion of
passive sensing data helps the PF to achieve faster convergence.
In this case, the active tracker took about 8 s to converge.

2) Tracking Accuracy: Fig. 3 shows the estimation errors
for 3-D location tracking by different methods. The generic
PF (GPF), which employed 800 particles, performed the best,
while the EKF performed the worst because of its disadvantage
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Fig. 4. Visual tracking using a PF with 100 particles and p = 2.

in dealing with multimodality. The proposed PF with data
fusion, even only with 100 particles, achieved performance
approximately as good as the GPF.

3) Tracking Speed: With a well-expressed importance den-
sity, the proposed PF can achieve better real-time performance
with expedition. Simulation results demonstrate the superiority
of the proposed method in comparison with EKF and GPF.
Because the EKF does not involve calculations of sampling,
it can achieve faster real-time performance with an average of
0.0146 s for each state. The algorithm running times for GPF
with 200, 400, and 800 particles are 0.0271, 0.0522, and 0.0998
s, respectively. With only 100 particles, the proposed PF excels
the GPFs in running time, and it only spent 0.0150 s in average.

4) Choice of the Data Fusion Factor: We then compared
the tracking errors with different data fusion factors. A PF with
100 particles was adopted for the tracking shown in Fig. 4. In
this simulation, the average percentage of effective sampling
N ;:ff /N (before resampling) is about 36%.

As shown in Fig. 5, the data fusion factor affects the tracking
performance. According to our simulation study, even with the
same vision system configuration, the effective sampling size
may change during the tracking process, and it is not necessary
to adopt the same p when performing visual tracking. Table II
indicates some possible choices of p (or «) according to our
simulation results.
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Fig. 6. Active vision system using color-encoded structured light.

B. Experiment

The proposed tracking method was implemented with an
active vision system which consists of a PULNIX TMC-9700
CCD camera and a PLUS V131 DLP projector [as shown
in Fig. 6(a)]. When the system is used in a visual tracking
task, the projector projects a color-encoded structured light
(see Fig. 6(b), [9]) onto the surface of the target object. Via
triangulation, the system returns a time sequence of 3-D object
positions and orientations. This provides the observation (given
in Section II-B) for the tracking formulation.

We used a concave object as the target, which was moved
arbitrarily by hand in 3-D space to give motions with 3-DOF
translational and 2-DOF rotational. The tracker (formulated in
Sections II and IIT) was used to estimate the target’s 5-DOF po-
sition. Here, a PF with 100 particles and p = 1 was employed.
Since the object was moved randomly and the tracking was
performed in real time, quantitative results on tracking accuracy
were hard to obtain due to lack of the ground truth. We thus
reprojected the estimated object positions and orientations onto
the camera image (the red circles shown in Fig. 7) for qualita-
tive evaluation. Some examples of snapshots in the tracking are
shown in Fig. 7. With a sampling rate of about 12 ft/s, correct
and reliable tracking was observed in the implementation. In
Fig. 7, the tracking errors were mainly caused by the sensing
itself, rather than the tracker. For example, in the frame shown
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Fig. 8.

Visual tracking error and active sensing error.

in the bottom right, relatively larger tracking error is observed.
This is because the target happened to move to a position where
the structured light pattern could not be detected clearly. When
reprojecting the estimation from active sensing of the feature
points onto the image, the comparison in Fig. 8 shows that good
active sensing quality actually corresponds to good tracking
results. In some situations, e.g., when the relative depth to the
projector was not large enough or when the light pattern started
to blur on the target surface, the sensing for target tracking is
also influenced.
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The aforementioned example of tracking in 3-D (with
5-DOF motions) is useful in many practical applications such
as in motion capturing of actions where the orientations and
3-D positions of an actor’s arm/leg need to be tracked, for
filmmaking in the entertainment industry.

V. CONCLUSION

In this paper, a new PF approach to fuse passive sensing data
into an active 3-D visual tracker has been presented. With the
enhanced PF, the importance density in particles can be mod-
ified to interpret the posterior state in an efficient way, using
pseudolikelihoods. Therefore, the number of particles used in
tracking is greatly reduced. Simulation and experimental results
have shown that the proposed method significantly improved
the tracking accuracy, as well as tracking speed in comparison
with other methods. Possible applications of the proposed
method can be found in motion capturing for filmmaking in
entertainment industry.

The future work will include studying the data fusion factor
and its effect on the tracking performance, as well as the
implementation of the proposed method with a reconfiguration
active vision system.
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