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1 Introduction of neurons are required for processing a large sized ifhage.
Multispectral image segmentation requires each pixel be
classified as reliably as possible with respect to the true
class to which it belongs. Each useful feature plays an im-
portant role in the segmentation, but the contribution of
each feature differs depending on the type of the image.
The other problem is the automatic determination of the
number of clusters. A segmentation algorithm must include
some means for determining the number of classes from the
data. Unfortunately, the number of clusters is required by
gi:lustering but is unknown in advance when segmenting an
image. A large number of clusters will result in an overseg-
mented image, while too few clusters will result in im-
rE>roper clustering of dissimilar feature vectors.

In this paper, a novel Encoder-Segmented Neural Net-
work (ESNN) is constructed based on vector quantization

Image segmentation is a very critical component in image
processing because errors at this stage influence image un
derstanding and pattern recognition. Various efforts have
been made in the reseatdncluding the use of clustering
for extracting information available out of the feature space
without a priori knowledge. It has been proved that using
image classification for segmenting multispectral images
can improve the degree of confidence in the performance of
segmentation compared to gray-scale approaches usin
single image$. Multidimensional data classification has
been used extensively in the field of remote sendiSgid-
ies have reported on supervised and unsupervised patter
recognition  techniqgues for  multispectral  data
segmentatiofi> Many segmentation techniques have been
developed on region-based segmentation using feature vecy g Fuzzy c-Means(FCM) clustering for adaptive
tor clustering such as the IOSDATA adopted by Ball and g mentatio. The proposed approach has unique charac-
Hall* and the adaptlve c-means clustering algorith: teristics differing from the conventional approach. The
though these stud|e_s have shown ;hat some results are '”Self—Organized Feature MdSOFM) is applied for analyz-
visual agreement with an expert's judgment, a number of g the ‘selected features. According to the contribution of
factors may reduce the feasibility and applicability of the gach feature, the feature encoder is designed to determine a
classifiers. suitable feature vector for enhancing the performance of
_ The number of features needed depends on the complexstering for segmentation. The development of the FCM
ity of the image. This is a crucial problem for using clus- gigorithm based on the encoded feature vector, called the
tering in determining the constituents of the feature vector. erpcm algorithm, reduces the amount of sample data
High-dimensi_onal feature spaces can yield improve.d Per- needed for training, speeding up the computation. The
formance on image segmentation, but the segmentation sufsample data with the encoded feature vectors are clustered
fers from low computation efficiency. Although some ap- 55 the fuzzy membership functions of each class and then
proaches using neural networks have been proposed, thgapeled into the relevant class in which the vector's mem-
computational load still tends to be high if a large number pership function has the maximum contribution. The ex-
periments indicate that by applying ESNN in MR brain
*On leave from Nanjing University of Aeronautics and Astronautics, Nan- Image segmentation We Can distinguish different Flssues
jing, China. correctly and can also identify tumors when processing the
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Segmented Layer

Fig. 1 The architecture of ESNN.

abnormal MRI by selecting the number of clusters appro- for indicating the contribution of each feature to the clus-
priately. Quantitative evaluations and comparisons with tering. Analyzing the definite sequence, some features can
other methods show that the developed ESNN method out-be removed in subsequent clustering due to the weak effect
performs the FCM method by about 31% in segmenting on clustering. The second layer, the segment, is imple-
MR brain images. With the ESNN method, satisfactory per- mented by the EFFCM algorithm. Each pixel that can be
formance is achieved in the uniformity measurement. The viewed as a point in the encoded feature space is then clus-
computation efficiency is high compared with conventional tered into a particular class by minimizing an object func-
clustering for processing a large number of patterns with tion. The clustering result is represented as a fuzzy mem-
multidimensional feature vectors. bership function by a matrix that represented the

In Sec. 2, we introduce the concept of ESNN for image contribution of each pixel to each class. Each pixel in the
segmentation in two parts: the feature encoder and theinput image is then labeled into the corresponding region
EFFCM algorithm for final segmentation. In Sec. 3, we represented as a color code if its membership function has a
describe the application of ESNN to segment MR brain value larger than others. The computational procedure of
images. The experimental results are shown through featureESNN for image segmentation is illustrated in the flow
maps, tables, and pseudocolor images, followed by discus-chart shown in Fig. 2.
sions on the performance of ESNN for segmentation. The
conclusion is given in Sec. 4. 2.1 Feature Encoder by Self-Organizing Feature

Map (SOFM)

2 The Encoder-Segmented Neural Network Vector quantization based on Kohonen's self-organizing
(ESNN) network has a number of advantages in feature extraction
The ESNN here consists of two layers of networks as for segmentation. A neural network is naturally oriented
shown in Fig. 1. The first layer, the encoder, is used to train toward a highly parallel computing architecture so as to
the feature vectors extracted from the input image using decrease the complexity of computation. An adaptive neu-
competitive learning. Mapping from feature space to spatial ral network training algorithm, such as Kohonen’s SOFM,
space is represented in the output neuron space by thdrequency sensitive competitive learning algorithm, and
SOFM. According to the weights associated with each con- near-optimal competitive learning algorithi,'? can
nection between each feature and each neuron in the outpupromise greater flexibility in the design of vector quantiza-
space, the features can be encoded in a definite sequencton. However, the SOFM does not guarantee preservation

Featu1:e - . Feature Map by the
Extraction [ Feature vectors Competitive Learning
Fuzzy Clustering
Segmented Class Labeling by Clustered
images Color code Encoded Features

Fig. 2 Block flow diagram of image segmentation by the ESNN.
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of exact connectivity relationships between clusters or re-
gions. It can provide the topological neighborhood relation- Af=
ship in the input feature space to the greatest extent. In
other words, the feature map can reflect the contribution of
the input feature vector to clustering via the distribution of where r, denotesr neurons in regiorc and w;; is the
the neurons in the output layer. Thus, we construct the weight associated with one connection from feattir®
ESNN and use the SOFM for the feature encoding. neuroni.

The feature encoder consists of a number of feature vec-  Another parameter variatiod; is defined to represent

tor units in the input layer and a feature map unit in the the contribution of featuréto clustering. It is derived from

output layer. Each neuron of the input layer repreésenting yhe related encoded feature paramétgas follows:
one of the selected features has its weights associated with

the connections from itself to each neuron of the output
layer. To reduce the computational burden due to the large
number of pixels in an image, only pixels in a receptive
field, fixed by a movable nonoverlapped windowgre pro-
cessed from the original image. For different sized images,
the window can have different sizes. The output layer is Where
pXq neurons in a two-dimensional space. The network is
trained by the self-organizing competitive learning algo- __
rithm. During the training, only one of the neurons in the A=
output layer, the winner, is activated at a time determined

by the minimal distance criterion and then assigned into the
appropriate class. The others are prohibited. Thus, the The contribution of each feature to clustering can be
weights of the winning neuron and its neighborhood are evaluated byD;. If a feature has a greater influence on
updated with all the others unchanged. The appropriate clustering, its variation will be a higher value than others.

1.
r_i§1 w;; f=12,..p; c=1.2,..Kk, 3
oS

k

1 _
Df=E§1 [AS—A? f=1,2,..p, (4)

1 k
—glA? f=1,2,..p. (5)

weights can be modified by the Kohonen learning rules:

n

Wi (1) =wi; (t— 1) + 7(t,i) A(i ,i*,t)g1 [fi—w;(t—1)]

for j=1,2,..n; i=12,..N, 1)

whereA(i,i*,t) is the neighborhood function for the win-
neri*, n(t,i) is the learning rate function for thgth
neuron, andjt is thej’'th feature of the input vectors. The
training process continues until the encoder network con-
verges when the cost functid(t), called the Lyapuno¥,
defined in Eq(2), is minimized:

> 2 A )X —wi(1)]7,

E(t)= 1
('E)——EIJ P2

2

wherex!* stands for the input feature vectors.

After training, mapping from feature space to spatial
space can be built via the SOFM by spatial self-
organization. Thus, the contribution of the input feature
vectors to clustering can be depicted vividly by the SOFM
and can be represented by its weight vectors. p&g
neurons in a two-dimensional output layer of the feature
encoder network, all the weight#/;;, associated with a
connection from thg'th feature toi’th neuron, are fixed
and the contribution of features is shown in the output neu-
rons of the SOFM. If the neurons have similar contribution,
they will be clustered so that several regions will be pro-
duced in the SOFM.

We define an encoded feature paramet§ro present
the contribution of the featuréto all the neurons within
region c in the feature map. This parameter is calculated
from the related weights as follows:
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Given a thresholde the feature will be eliminated if its
variation is less thare. Otherwise, the features will be
ranked in a definite sequence. Therefore, the contribution of
each feature to clustering can be represented by its position
in the sequence.

The procedure of feature encoding by the encoder net-
work is described as follows:

1. Extract a set of input dataX={X;,X5,X¢,... Xy},
where each sample; consisting of p-dimensional
feature vectow,={f,f,,...f p}T, from a set of multi-
spectral images.

. Calculate the distancB;=d(x",w;) for all output
neurons.

. Determine the output neuron with the minimal dis-
tance as the winnaf. Adjust the weight vectors of
the winner and those of its neighbor neurdvisas
below:
u(H)=u(t—1)+M;, (6)

t
I

G Wat= Dl Y

whereM!=0 or 1, specify whether or not an input
vector x" allows a weight update to neurarin the
winner’s neighborhood.

. Repeat Steps 2 and 3 until the network converges.

. Determine the number of regioksn the SOFM and
calculate the number of neurons in each region,
={rq,f2,...,f¢,....f}. Calculate the encoded fea-
ture parameteAf and the variatiorD; by Egs.(3)
and(4).

. Obtain the definite sequendecod(X). Determine
which feature is to be eliminated or encoded from the

original feature vectors according to the given thresh-
old and then get the encoded feature vectors.

Wi () =w;; (t—1)+
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From multi-spectral images, extract input sample data
X={x,,x,, ..X,.....x,} where x=[f,, f,, ..... J;]T

I
—— | Cale. D=d(x", w) |
I

Update the winner and it§ neighbors W,

wy (1) = wy(t =1+ (x{ —w;(t=1)

i

u; (t)

etwork converges

Yes
Get the SOFM; Determine k, r; Calc. A€ " D ),
v k

Af =3 Dwy Dy =3 2045 -4sF
i=1 c=1

Obtain the definite sequenceFcod(X)
Determine the encoded feature vectors for Q

Fig. 3 The procedure of feature encoding from multispectral im-
ages.

The above procedure of feature encoding from multi-
spectral images is illustrated in Fig. 3.

2.2 Segmentation by Encoded Feature-Based FCM
Algorithm (EFFCM)

Although, the Approximate FCMAFCM) algorithm and
semisupervised FCM algorithm have been proposed for de-
veloping the FCM algorithm, there are some problems to be
solved'*1® At present, there has not been a satisfactory
computational solution. Whery p, andn become large, the
FCM is time-consuming. Although lookup table approxi-
mations, replacing the exponent in equations of the mem-
bershipu;, and the center of each cluster, were used to
reduce the complexity of the AFCM algorithm, the optimi-
zation problem, i.e., the fuzzy c-means functipwas not
rigorously identified. The round-off method in the AFCM
approach made the fuzzification parametar change
slightly at each iteration. The user must also participate to

assess the segmentation. In addition, it is necessary in the

methods used to specify, the number of classes to be
segmented.

Based on encoded feature vectors, the EFFCM algo-
rithm developed for the final segmentation can optimize the
conventional FCM algorithm in two aspects. One is to re-

organize the original feature vector as the encoded feature

vector for constituting each one of the sample data through
verifying the contribution of each feature to clustering us-
ing the definite sequence. Another is to determine the num-
ber of clustersc automatically. The initial number of clus-
terscy is obtained according to the number of regions in
the SOFM. By increasing and decreasing the number of

clustersc within a small neighborhood, several segmenta-
tion results can be obtained. The final segmentation can
then be obtained by evaluating the segmentation.

The EFFCM algorithm utilizes the fuzzy membership
function to show the clustering result. The fuzzy member-
ship function is derived in the form of a matrixwhere the
degree of each samplg belonging to class is presented
by u;. The clustering result can be obtained by applying
the maximum membership rule as follows:

1,

if Uix=Ujk j=1,2,..c; j#i

i=1,2,3,..c; k=1,2,3,...n. ®

0, otherwise.

In other words, the sample af, is assigned to cluster
when the fuzzy membership functian, achieves a larger
value than others. This scheme for segmentation can be
referred to as the Unsupervised Labeled Maximum Likeli-
hood (ULML ) method. The final result is represented as a
pseudocolor image. The procedure of the final segmenta-
tion by EFFCM algorithm can be described as follows:

1. Reorganize the sample data 3etas Q, where Q
:{qlqu!"'iqu"'iqn}Ti qk:[f11f21"'qu]T1 q<p
Determine the initial number of clustar, as the
number of regionk in SOFM.

. Set the matriXA, the beginning of iteratiort,=0, and
the error parametere>0. Choose the fuzzification
parameterm>1. Assume the center of each cluster
VO={v;,v,,V,...,Vo to be random values, whexg
=[v1,05,Vk,....vq] andv refers to the value in fea-
ture vectorf .

. Duringt iteration, calculate the distance betwesgn
andv;,

Di=lac—via, for k=1,2,..n and i=1,2,...c.( )
9

Let I1={iel|Dy=0,lsi=<c} calculate the fuzzy
membership function represented by the malttiMs-
ing the following rules:
If I=¢, then

ik

LE

i=1,2,3,..c; k=1,2,3,..n.

c

>

j=1

t
U=

(10

If 1+ ¢, thenu!,=0 for all D;#0; ul,=1 for all
Dik:o'
. Update the center of each clustgrusing

S (Ui H™

t__
=<Sn tIm
P (g

ol i=1,2,3,..C, (11

and updateD}, anduj, using Eqs(9) and(10).
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Initial: A, tm.V 3 Application of the ESNN to MR Brain Images

Input: @, ;= k In MR brain image studies, the quantities of concern in-
l clude the volumes of white matter, gray matter and cere-
brospinal fluid(CSB. In the abnormal case, the quantitative
‘ . analysis also includes precise delineation of tumors for
Dj =llqx = villa monitoring the tumor size, growth rate, and architecture for
- L :(i(giti)%w)—l Fl=o e the determination of the optimal radiation. It is obvious that
ik ! MRI quantitative analysis depends heavily on the efficiency
. . ] of image segmentation. MR brain image segmentation aims
ujg =0 for Dy # Oyuy =1for Dy =0if I # ¢ at assigning a set of meaningful regions to a number of
tissues or organs through a set of a multispectral MR brain
Update the center of clusters images. Thus, this problem concerns two aspects: segment-
n n ing the image into the classified regions and assigning a
vl = Z(ufk‘l)”‘xk/ Z(u{k‘l)’" meaningful label representing a tissue or organ to each re-
k=1 k=1 gion. Here, the proposed ESNN was appifddr automati-
cally labeling brain tissues in MRI.

No
W 3.1 Experiment Descriptions

Calculation

j=t Yjk

1=t+1

Yes The three-dimensional brain image data obtained from an
- MRI scanner consist of a stack of cross-sectional images.
Segment image by ULML rule The image characteristics depend on the repetition time
l (TR) and the echo timéTE) used in scanning. Usually, a
long TR is larger than 1500 s and a short TE is less than 30
Change ¢efe-de, co+4e] s. A PD image is obtained using the long TR and the short
l TE. A T2-weighted image is obtained using the long TR

and the long TE. In all the other cases, the obtained images
are called T1-weighted images. In this experiment, the T1-
weighted image is obtained with BR480s and TE15s.
The PD image is obtained with FR3000s and TE17s,
whereas the T2 weighted image is obtained with
TR=3000s and TE119s.
Seven low-level feature paramet€rsn MR brain im-
t_ o t-ln_ ; ; ; ages were used to analyze their contributions to segmenta-
> cl:‘trr]r;arlﬂgg czlgtiﬁu\e&tgtgg tsht‘z teration of clustering, tion through the feature encoder in the ESNN. For each set
ps 3 and 4. . _ :
) ) . ) of multispectral MRI, there are three basic features: T1,
6. Obtain the pseudocolor image by labeling the final pp and T2 density, which can be obtained directly from
segmentation result using ULML rul@). the T1_weighted and T2weighted and PD image§igs. 5
7. Given Ac, changec within the set rangece([cq and 6. The other features, PDT2atio, PDT2 gradient,
—Ac,co+Ac], do Steps 2 through 6. Determine the PDT2_deviation, and T2gradient need to be calculated

final result according to the evaluation of the segmen- from these images.
tation. The experiments on the ESNN were conducted using
four brain MRI for different objects. Of these, two MRI,
The above procedure of the final segmentation is also br3 and br0O in Figs. & and 5b), are the normal brain
illustrated in Fig. 4. MRI of a male volunteer. The other two MRI, brl and br2

Obtain the final segentation as a
pseudo-color image

Fig. 4 The segmentation procedure of the EFFCM algorithm.

T1 weighted PD T2 weighted T1 weighted PD T2 weighted
(a) (b)
Fig. 5 An example of a normal brain MRI: (a) br3 MR images (128x92); (b) brO MR images
(128x94).
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T1 weighted PD T2 weighted T1 weighted PD T2 weighted
(@ (b)

Fig. 6 An example of an abnormal brain MRI. (a) brl MR images (128x102); (b) br2 MR images
(128x104).

in Figs. Ga) and &b), are of an abnormal brain MRI with  (red), and tumor(dark gray. For the complex patient MRI
tumors. From br0, brl, br2, and br3, setting the receptive labeling, we added the color codes: dark gray for eye organ
field, R=2X1, we extracted respectively a set of sample and white for tumor or edema.
data 6784, 6528, 6656, and 5888, for our computation in
the beginning. In the encoder network, seven neurons con-
stitute the input layer and 100 neurons constitute the output . i
that is constructed as a 2-D space map withx10 neu- 32 Analysis of Feature Contributions
rons. The input, a set of sample data for feature encoding, isThe experiment results of the feature maps on brO through
constructed as anx7 integer value matrix whose row br3 MRI images are shown in Figs. 7-10. As mentioned
vector consists of seven features associated with a pixel.above, neurons having similar characteristics will be pulled
The weights associated with the connections from eachinto a group or region in the SOFM. The output with the
neuron between the input layer and the output layer is con-range from 0.1 to 0.4 indicates its neuron is between the
structed as a 1007 matrix. states of no activity and temporary. The output ranging
With the EFFCM algorithm for the final segmentation, from 0.6 to 0.9 indicates its neuron is between the states of
the initial number of clusters, can be determined as the (€Mporary and activity of which the neuron has certain
number of regiong in the SOFM. The initial vectors of the ~ Probability to be clustered into a group with its neighbors.
center of clusters are set to random values. We then fix aOPviously, a threshold value for each region boundary
positive definite matrixA, reflecting the relationship be- Should be 0.5, representing that the neuron is in the tempo-
tween the feature and the center of the clusters, as an idenf@Y state, SL_’bJeCt to a tolerance-n0.1. Thg region map IS
tity matrix. A valuee=0.001 was used as the threshold for then determined where the number of regions in the SOFM
judging the convergence of EFFCM. The EFFCM algo- k of brO brl, br2, and br3 is 4.’ 6, 6, and 5, _respectlvely.
fithm was run using different values of parameterang- The initial number of clust(_arso is also determined as the
ing from 1.5 to 2.0. Depending on the defuzzification NUMber of regionk. According to the output of SOFM and
method, each pixel is then uniquely assigned to the classtN® St weights when the network converges, the corre-
that has the maximum membership function. It is simple to SPonding encoded feature parametéfsand the variation
replace u, by the basis vectoree N, for which uy; of each featur®; can be calculated as shown in Tables 1—
>uy, 1<j<c, j#i. Each pixel is then assigned a color 4. (Note the Representation of feature codéi:
code representing the specific tissue to which it belongs. T2_Gradient; f2: PDT2_Gradient; f3: T1_Density; f4:
The representation of the color code is: &jreen, fat PDT2_Ratio; f5: T2_Density; f6: PDT2_Deviation; f7:
(blue), white matter(light gray), gray matter(rose, CSF PD_Density)

051.0051.005051.005050.8
0.50.50.60.50.50.50.50.50.50.5 111100000 4
0.80.50.60.70.50.50.60.50.50.9 1110000004
0.50.50.80.50.80.50.50.50.6 0.6 1111000004
0.60.80.505050705050606 |/ 1110100044
05070509050505060507 110001004 4
05060505080606060505 (N V| 0103000304
0.50.50.80.50.70.50.8 0.50.50.6 0000333300
0.80.60.50.50.50.60.50.50.50.5 0020333000
0.70.50.90.51.0050.60.8060.3 2200030000
2220303330
SOFM with 100 neurons Region Map

Fig. 7 Feature map of brO MRI.
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1.0050505080505050.80.6
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SOFM with 100 neurons

Fig. 8 Feature map of brl MRI.
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SOFM with 100 neurons

Fig. 9 Feature map of br2 MRI.
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Fig. 10 Feature map of br3 MRI.
Table 1 The brO feature encoded parameters by SOFM on 100 neurons.

Region Map

br0

Al A2

A3 A4

A

D

fl
2

f4

6

107.78 141.21 161.34 9.35
110.04 138.26 124.22 37.37
143.80 133.08 93.29 70.45
40.41 42.95 14.02 0.97
64.10 219.58 240.79 35.28
20.05 15.02 45.06 34.62
59.49 78.74 219.62 283.38

104.92
102.47
110.15

24.59
139.94

28.69
160.31

3410.73
1512.17
879.65
314.26
8304.63
141.16
8870.93

Table 2 The brl feature encoded parameters by SOFM on 100 neurons.

brl

Al A2 A3

Ad A5

A6

A

D

fl
2

f4

6

68.06 53.10 138.70

1.46 140.73

65.67 80.69 105.80 11.85 131.83
81.02 138.09 97.07 78.37 97.01
6.44 7.95 40.91 0.94 71.77
329.58 108.11 518.94 28.56 347.43
55.80 44.80 58.08 10.78 27.72
386.43 244,71 297.59 89.49 124.48

170.55
147.25
117.00
46.06
82.84
31.68
79.77

95.43
90.52
101.43
29.01
235.91
38.14
203.74

3489.59
2010.36
428.95
666.96
3679.33
275.45
13094.23
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Table 3 The br2 feature encoded parameters by SOFM on 100 neurons.

br2 Al A2 A3 A4 A5 A6 A_ D

fl 193.34 26.11 78.72 93.96 27.89 166.76 97.80 4048.18
2 149.22 33.40 109.10 47.82 29.66 135.19 84.06 2388.00

3 114.99 109.66 159.73 86.97 94.53 124.08 114.99 552.78
f4 15.35 9.01 13.43 6.71 3.31 22.06 11.65 37.70
5 148.48 76.34 258.83 625.65 275.58 373.45 293.06 31071.44
6 53.27 15.32 66.54 83.10 30.60 53.91 50.46 495.48

7 132.86 127.66 326.07 484.45 220.01 238.03 254.84 15057.73

Based on the variation indicator, the encoded definite feature vectors,(l) have little effect on segmentation be-

sequence is obtained as follows: cause the segmentation failed to process the desirable re-
gions. Furthermore, using all seven features indiscrimi-
bro: Feoq={f7,f5,f1,f2,f3,f4,f6}; nately in the segmentation, we found that the results are
unsatisfactory from both the normal and abnormal cases.
bri: Feoq={f5f7,f1,f2,f4f3f6}; The reason is that the introduction of featuf&s f4, and
f6 has an adverse influence on the segmentation.
br2: Feoq={f5f7,f1,f2,3f4f6}; The experimental results confirmed the above feature
encoded definite sequence. Thus, the encoded features can
br3: Feoq=1f5f7,f1,f2,f3,f4,6}. provide the quantitative indicator to rank the features so

that the algorithm can correctly guide the postsegmentation

There are three levels for each feature in the encodedby using the meaningfu| feature vectors.
definite sequence according to the distribution of the devia- ~ After extracting the features by the feature encoder net-
tion: Features with T2density (5) and PD.density 7) work, features T2density ¢5) and PD._density 7) are
belong to the high level. Features with Tgradient 1) then reorganized as the encoded feature vectors for the final
and PDT2.gradient 2) belong to the middle level. Fea- segmentation by the EFFCM algorithm.
tures with Tldensity f3), PDTZ2_ratio (f4), and
PDT2_deviation ¢6) belong to the low level. The distance 33 Experimental Results and Evaluations

between any two levels is more than 1250. To analyze each . -
feature’s contribution to clustering further, the features at 10 Verify the validity of the ESNN-based method, tests
were conducted on simulated data. In the test image, we

each level are considered as input feature vectors. . . : ;
A set of sample data are then reorganized with these used four different vertical stripes to represent the regions

_ = f CSF, white matter, gray matter, and tumor of an MR
feature vectorsx,(h)=[f5,f7], x(m)=[f1,f2], and or Lo e
x(1)=[f3,f4,f6] to be used for segmenting the normal brain image, as shown in Figs. (&, 12b), and 12¢). The

. first three strips were designed to simulate the CSF and
MRI er anq the ab_no.rmal MRI bri. From the experimental white and gray matter structures with distinct intensity val-
results in Fig. 11, it is seen that utilizing feature vectors

. . \ ues. For example, in Fig 18, the CSF, and white and gray
Xk(h), we obtain satisfactory segmentation results because,5iter were set at 10, 150, and 120, respectively, in the T1

the tissues_and tumor were successfully separated fromimage. The fourth strip was chosen to represent tumor
each other in br0 and brl. The feature vectarém) can  \yhose intensity values are usually over 200 in T1, T2, and
affect the segmentation to a certain extent via edge infor- pp images. Using the ESNN-based method, the computed
mation extracted. However, its influence is insignificant be- mean intensity of each tissue class was found to be the
cause it is insensitive to region information. In contrast, the sgme as the true mean intensity of the simulated image
stripes. The success of our method can be seen in Fig.
12(d).

Next, experiments were performed on some real MR
images. The segmentation results of br0, brl, br2, and br3

Table 4 The br3 feature encoded parameters by SOFM on 100
neurons.

br3a Al A2 A3 Al A5 A D using the ESNN approach are shown in Fig(a@3hrough

13(d). To demonstrate the advantage of the ESNN method,
fl 324 31.04 10152 14459 159.15 87.91 3775.13 the FCM algorithm is implemented for segmenting brO
f2 501 2588 7041 13644 134.92 7453 2939.33 through br3 MRI with the results shown in Fig. (&

through 14d).
The performances of the two algorithms on the normal
volunteers and the tumor patients were then studied. The

f3 16.02 29.14 50.56 148.75 137.57 76.41 3104.94
f4 210 1116 20.00 2582 76.93 27.20 682.86

f5 1590 381.36 748.55 212.88 567.87 385.31 6629.66 results by the ESNN and the FCM method both yielded
f6 458 1411 61.62 4044 4510 33.17  437.08 “correct” segmentation. Evaluating these segmentations
f7 29.92 76.16 322.12 165.27 240.63 166.82 11306.04 further, the ESNN results showed improvements over the

FCM method because the ESNN can distinguish the main
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&{ﬂu " » .'::“

Br&ss

S&f7

All features

(b)

Fig. 11 Feature influence on br0 (a) and brl (b) segmentation by clustering.

tissues such as white matidight gray), gray matterrose, menting brain tissues. What is most important is whether
and CSHred) exactly and entirely in terms of anatomy. In  the main tissues could be separated accurately from the
contrast, the FCM results did not seem to convey enough background and from each other.

details and partly mixed gray matter with CSF in some  To show the effectiveness of the ESNN-based method,
regions. This can be seen, for example, in the results of its segmentation results were compared with those of FCM
labeling on brO MRI as given in Figs. (i and 14b). for brain MR images. In this experiment, we first chose
Furthermore, for the case of the patient study, the ESNN three types of tissues for quantitative evaluation: CSF,
method gives better results compared with the FCM white matter, and gray matter. For each method, we com-
method for segmenting MR images. Figure(d3shows puted two center values of each feature. Q@@kst. Cenf is

that tumor in brl can be distinguished from the surrounding computed by the algorithm. The othéResult Centis the
tissues, i.e., CSF and gray matter with a distinct boundary. mean value of the region of the tissue from the final label-
Figure 14c) shows that the tumor’s boundary had some ing result obtained by the corresponding method. Finally,
faults due to the tendency toward the upper boundary be-we computed the standard deviations and the percent
tween CSF and gray matter although the tumor is also sepa-changes in the standard deviations for each method. The
rated from the surrounding tissues. For the br2 MRI, when percent change is obtained by subtraction of the standard
c increased to 7 using the ESNN method, Fig(dl3hows deviation of the FCM method from that of the ESNN
that part of the eyddark gray can be distinguished from  method divided by that of the FCM method. The results are
the tumor(white). This was not achievable with the tumor given in Tables 5-8.

using the FCM method shown in Fig. @. However, us- The results show a global reduction in the standard de-
ing the ESNN method, some part of the fat is mixed with viation for the ESNN method compared to the FCM
air on the boundaries. This is not a main concern in seg- method, especially for the case of the brl image. In terms

(a) (b)

Fig. 12 Evaluation results where (a), (b), and (c) are the simulated data with stripes left-to-right
showing CSF, gray matter, white matter, and tumor in T1, PD, and T2 images and (d) shows the final
segmentation result by the ESNN method.

() (d)
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(a) br3 (b)bro

(c) bril

(c) bri (d) br2

Fig. 13 Results by the ESNN.
Fig. 14 Results by the FCM.

Table 5 Quantitative comparison for brain MRI br0 through br3: CSF.

ESNN FCM
Change of
Slice Clst. Cent Result Cent Deviation Clst. Cent Result Cent Deviation Deviation %
201.3 202.0 1.20 188.3 186.0 1.88 -35
br0 148.1 145.9 123.0 118.8
47.6 44.6
205.8 204.7 1.55 203.4 198.8 2.07 -25
brl 136.0 133.1 142.1 138.7
30.5 28.1
27.9 28.9 1.77 12.6 14.0 2.42 =31
br2 83.8 87.2 64.4 71.4
214.7 216.0
164.1 166.1 4.27 190.2 190.4 3.33 +28
br3 145.9 137.6 140.4 132.4
87.1 81.1
Average 2.198 2.425 —-9.4
Table 6 Quantitative comparison for brain MRI brO through br3: gray matter.
ESNN FCM
Change of
Slice Clst. Cent Result Cent Deviation Clst. Cent Result Cent Deviation Deviation %
156.6 156.5 175.8 177.3
br0 143.9 144.2 0.15 151.7 151.5 0.51 -71
126.7 126.4
134.0 1354 140.7 144.5
brl 1234 122.4 0.86 124.9 125.5 1.29 -33
117.7 117.4
116.5 122.6 92.5 89.2
br2 93.8 90.1 3.56 109.8 113.5 3.70 -3.8
140.9 147.1
209.7 212.7 188.2 190.7
br3 176.9 178.5 1.70 172.3 174.8 1.64 +3.7
167.4 170.8
Average 1.568 1.77 -11
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Table 7 Quantitative comparison for brain MRI br0 through br3: white matter.

ESNN FCM
Change of
Slice Clst. Cent Result Cent Deviation Clst. Cent Result Cent Deviation Deviation %
bro 119.2 118.3 122.2 122.4
120.9 120.2 0.57 126.3 127.2 0.45 -27
153.0 152.0
brl 16.2 15.4 4.5 6.3
78.9 78.9 0.40 18.2 23.8 2.13 -81
175.9 178.4
145.3 145.0 147.6 148.7
br2 135.3 138.8 1.76 134.6 136.4 1.48 +19
132.1 136.0
103.7 103.5 102.1 103.1
br3 129.8 129.9 0.11 131.1 131.8 0.95 —88
183.8 181.2
Average 0.928 1.268 —-27

of percent change in the standard deviation, the ESNN C++ for implementing our ESNN method on a Pentium
method improves on the FCM method by nearly 31%: 100 with 32-Mb memory. Using the ESNN method, it took
about 25 min for the normal case and about 40 min for the
9.4+ 11+ 27+ 780 . abnormal case. In contrast, when using the FCM algorithm,
- 4 %=31%|. it took about 30 min for the normal case and abbun for
the abnormal case. Because the original data from the MR

In particular, the case of the tumor shows that the ESNN brain images were compressed first by the receptive field
method outperforms the FCM method in abnormal cases.and then the feature vectors were further encoded by the
From Table 8, we found that the ESNN method improved encoder network, our ESNN method is computationally
greatly on the FCM method by 78% in the average value of more efficient than the FCM algorithm.

deviation. Because the user will not have any prior knowledge of
Uniformity is another measure normally adopted for the number of clusters, it is impossible to automate the
quantitative evaluation of segmentation restftsnifor- segmentation completely. The EFFCM algorithm obtains

mity of a feature over a region is inversely proportional to the initial number of clusters by the SOFM during the train-
the variance of the values of that feature evaluated at everying of the encoder network and then varies the number of
pixel in that region. Our uniformity evaluations were con- clusters with the giver c value for clustering until the best
ducted on a series of segmented image pairs obtained bysegmentation is achieved. For example, from the region
the ESNN-based method and the FCM method. From themaps in brO and brl in Figs. 7 and 8, the initial number of
results, we found that using the ESNN-based method, aclusterscy is 4 and 6. LetAc be =2. Figure 15 shows an
uniformity value as high as 0.997 is achievable, which alternative processing method for finding the best number
proves satisfactory in practical applications. This quantita- of clusters 5 and 7, respectively, based on the evaluation of
tive result and those from the tables in the above experi- the results of segmentation. It was found that the EFFCM
ments confirm the qualitative impression we asserted from algorithm would converge to meaningful clusters for nor-
the segmented images. mal MRI cases with five cluster centers and for abnormal
In terms of computation time, our ESNN method con- MRI cases with six to seven cluster centers. Finding the
sumes different times for segmenting the normal and ab- right number of clusters is an important problem known as
normal MR images. In this experiment, we used Visual the cluster validity problem®~2! Because the final number

Table 8 Quantitative comparison for brain MRI br0O through br3: tumor.

ESNN FCM
Change of
Slice Clst. Cent Result Cent Deviation Clst. Cent Result Cent Deviation Deviation %
227.6 226.1 221.3 222.8
brl 216.1 2155 0.39 193.2 191.5 2.96 —87
120.2 128.8
234.2 234.0 210.8 215.0
br2 190.3 191.7 0.71 165.3 168.2 2.10 —66
121.6 124.7
Average 0.55 2.53 —-78
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Cco=6

®)

Fig. 15 An alternative procedure for finding the

number of clusters: (a) brO and (b) brl.

of clusters is determined through the best results obtainedAcknowledgment

by experience, a further work is to improve fuzzy clustering
for pattern recognition with applications to image segmen-
tation by using the ESNN approach.

This work received support from the Research Grants
Council of Hong Kong through Grant Number 9040368.
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