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Measurement and Defect Detection of the Weld Bead
Based on Online Vision Inspection

Yuan Li, Member, IEEE, You Fu Li, Senior Member, IEEE, Qing Lin Wang, De Xu, Member, IEEE, and Min Tan

Abstract—Weld bead inspection is important for high-quality
welding. This paper summarizes our work on weld bead profile
measurement, monitoring, and defect detection using a struc-
tured light-based vision inspection system. The configuration of
the sensor is described and analyzed. In this configuration, the
system presented in this paper can easily be calibrated. The image
processing and extraction algorithms for laser profiles and feature
points are presented. The dimensional parameters of the weld
bead are measured, and the weld defects are detected during
multilayer welding processes. Experiments using the vision inspec-
tion system were conducted with satisfactory results for online
inspection.

Index Terms—Flaw detection, inspection, machine vision, visual
system, welding.

I. INTRODUCTION

W ELDING is important for the manufacturing industry,
particularly in shipbuilding, railway, and pipeline con-

struction industries. Recently, people have begun to explore the
use of welding automation to improve both weld bead qual-
ity and welding productivity. Although robots with advanced
sensors have been implemented for welding automation, they
often work in a “teach-and-playback” mode, in which a robot
repeatedly follows a preprogrammed path. With the introduc-
tion of seam tracking systems, automated welding systems
can now follow a real weld seam rather than simply follow a
preprogrammed path. However, this does not mitigate the need
for postwelding seam inspection, which is critical to ensure
high welding quality. Currently, most systems perform weld
seam inspection after completing the welding process because
they are not capable of online inspection. As a result, finished
weldments with defects have to be gas cut and welded again,
reducing productivity. Moreover, it is challenging to control the
weld bead quality without online weld bead profile monitor-
ing, further degrading the weld system’s performance. Online
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inspection provides real-time weld quality information that can
be used to optimize welding parameters and reduce cycle time
and material wastes by terminating the welding process when
weld defects are detected.

Methods of weld bead inspection commonly in use include
radiographic inspection, ultrasonic inspection, vision inspec-
tion, and magnetic detection. Radiographic inspection is a
nondestructive testing method using radiographic sensors and
is applicable to most weldment [1], [2]. However, these sensors
cannot be installed on weld lines to support online weld-
ment inspection. Ultrasonic inspection, although being widely
implemented because of its flexibility and low cost [3], [4],
lacks a visual record and requires highly skilled operators to
perform defect recognition. Magnetic defect detection has high
sensitivity and is easy to operate [5]. However, this method is
limited to ferromagnetic materials, and its manual operation is
not applicable to automated inspection.

The strengths of vision sensing and computer vision have
led to the development of computer-vision-based surface defect
detection applications. Examples include circuit board inspec-
tion using vision and infrared sensors [6], defect detection
on smooth surfaces using optical mechatronic systems [7],
and surface defect recognition and classification using vision
sensors [8]. Vision sensors are also used to measure weldment
distortion [9] and track seams so that other sensors can inspect
the quality of the weld bead generated by the welding system
[10]. Distance sensors are also used to identify and track the
weld seam during inspection [11].

Seam tracking systems have been developed to guide a weld
gun along a weld seam to improve weld bead quality. For these
systems, online inspection of the weld bead is still needed to
guarantee a high quality of welding. In particular, monitoring
both the weld bead profile in the groove and weld defects
is highly desirable. In previous works, online weld quality
estimation systems have been developed to monitor various
parameters [12] and to measure the weld fusion state using weld
pool images and neurofuzzy models [13]. Some vision-based
measurement systems have been developed to perform weld-
ment inspection, alignment, positioning, and seam tracking
[14]–[17], although they suffer from illumination variations and
heavy specular reflection on smooth weldment surfaces. As a
result, a machine vision system using laser-generated structured
light is recommended because of its reliability and ability to
collect much useful information during welding. The vision
measurement principle of laser triangulation and the definition
of weld bead dimensions have previously been presented in
[14] and [15]. However, a detailed analysis of the imaging
model for the vision sensor has not yet been performed, and
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Fig. 1. Sketch of the vision sensor and welding system.

the algorithms for feature extraction and defect detection need
to be further explained in detail. The online inspection system
studied in this paper was presented in an earlier work [18]
by the authors. In this paper, we focus on the key issues in
weld bead vision inspection, such as the sensor imaging model,
vision measurement, and defect detection. Based on a detailed
analysis of the sensor imaging model, a vision inspection
system is proposed for monitoring a weld bead profile. Because
the system directly operates in the image domain, complicated
3-D measurement procedures, which often lead to inaccurate
estimations, are avoided. The inspection system monitors weld
bead dimensions to detect defects based on the measurements
of groove width, weld bead width, filling depth, reinforce-
ment height, plate displacement, weld bead misalignment, and
undercut.

The rest of this paper is organized in the following manner:
In Section II, the structure and model of the inspection sen-
sor are described, and the inspection measurement variables
are defined. The feature extraction and vision measurement
algorithms are presented in Section III. In Section IV, the
experimental results of online vision measurement and defect
detection for weld bead are presented. This paper is concluded
in Section V.

II. WELD INSPECTION SENSOR

A. Structure and Configuration of the Sensor

A vision inspection sensor using structured light has been
designed to monitor the weld bead profile. A laser emitter
projects a structured light plane onto the weldment to form a
laser stripe that is captured by a camera with an optical filter.
The camera is shielded to protect against arc lights and splashes.
The inspection sensor, which is composed of the camera
and the laser emitter, is mounted on the back of the weld gun
and above the weldment, as shown in Fig. 1. During welding,
the inspection sensor scans the surface of the weld bead behind
the weld gun to monitor its surface and the filling profile in the
weld groove. Weld defects, should there be any, are detected in
this process.

Fig. 2 illustrates the pose relationship between the vision
sensor and weldment, including the camera reference frame C,
the weldment reference frame W , the structured light plane∏

1, and the weldment surface plane
∏

2. In the reference frame
W , the zw axis of W corresponds to the unit normal vector of∏

2, and the xw axis of W corresponds to the forward direction
of the weld seam. The camera reference frame C is defined as

Fig. 2. Frame definition of the vision sensor and weldment.

xc = yw, yc = xw, and zc = −zw. The normal vector n of
∏

1

lies in the plane defined by yc and zc.

B. Model of the Inspection Sensor

Vision measurement normally involves tedious calibration
and complicated 3-D reconstruction that often lead to inac-
curate estimations. In this section, the vision measurement
of the inspection sensor is formulated and analyzed. In the
configuration of the inspection sensor, the weld dimensions can
directly be measured using the coordinates of the pixels.

The imaging property of a camera is described using the
pinhole camera model. The intrinsic model of a camera can be
written as

⎡
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where

— u and v are the coordinates of a point in an image plane;
— ax and ay are the magnification coefficients from the

normalized focus image plane coordinates to the image
plane coordinates;

— u0 and v0 are the coordinates of the camera’s principal
point in the image plane;

— xc, yc, and zc are the coordinates of a point in C.

The coordinates of each image point [x y ]T on the normal-
ized focus image plane is calculated as

[
x

y

]
=

1
zc

[
xc

yc

]
=

[
(u − u0)/ax

(v − v0)/ay

]
. (2)

The equation of
∏

1 in C is

axc + byc + czc + 1 = 0 (3)

where a, b, and c are the coefficients of the light plane equation.
The structured light plane is projected onto the weldment,
where visual features are inferred from deformation of the
reflected laser stripe. An arbitrary point P on the stripe is on
the line defined by the optical center of the camera O and its
image point [x y 1 ]T on the normalized focus image plane.
The equation of the line in C is given by
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where t is the variable parameter of the line. Using (3) and (4),
the field depth zc can be calculated as

zc = −

⎛
⎝[ a b c ]

⎡
⎣ x

y
1

⎤
⎦

⎞
⎠

−1

(5)

which is the constraint condition for the vision measurement
based on structured light. The equation of

∏
2 in C is

Axc + Byc + Czc + 1 = 0 (6)

where A, B, and C are the coefficients of the weldment surface
plane equation.

The laser stripe l is the intersection of
∏

1 and
∏

2. Combin-
ing (2) and (6) with the constraint condition (5), the equation
of the stripe l on the normalized focus image plane is ob-
tained, i.e.,

(A − a)x + (B − b)y + C − c = 0. (7)

With the configuration of the sensor illustrated in Fig. 2, it
can be seen that A = 0 and a = 0 when the sensor is aligned
with the weldment. In this case, the stripe l is parallel to the xc

axis in C, as indicated by (7). Thus, the weld bead variables
along the y-axis of the weldment are proportional to the pixel
coordinates on the stripe and can be evaluated by the following
coordinates:

dxc = kudu (8)

where d represents the derivative, and ku is a scalar factor.
The relationship between the derivatives of the point coordi-

nates in C and in the image space is [16]
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We can substitute a = 0 into (9) to generate the coordinates
of the point in the camera frame. This takes the form

dzc = z2
c

b

ay
dv = kvdv (10)

where dzc and dv are the derivatives of the pixel coordinates
in C and in an image, and kv is a scalar factor. The variables
ku and kv are constants when the sensor is aligned with the
weldment. They can be calculated using the pixel coordinates
of the feature points in an image and the dimensions of a
weldment, according to (8) and (10). Thus, the scale of the
vision system can easily be in-field calibrated using a ruler.
The weld bead is measured with respect to the visual feature
of each stripe, which eliminates the need for tedious calibration
and complicated 3-D reconstruction.

As illustrated in Fig. 3, the distance d′ on the image plane
is approximately proportional to the depth variable d when the
distance to the surface is much greater than the focal length
of the camera. This fact graphically illustrates the relationship
represented by (10) and can be explained using the weak
perspective projection model.

Fig. 3. Vision measurement principle of laser triangulation. The variable in
the field depth is approximately proportional to an offset in the image plane.

Fig. 4. Definition of weld bead dimensions in multilayer weld. (a) Cross
section of the weld bead in root-pass weld. (b) Stripe profile in root-pass weld.
(c) Cross section of the weld bead in cap weld. (d) Stripe profile in cap weld.

C. Inspection Contents

The vision inspection system generates the dimensions and
the surface parameters of the weld bead (e.g., the bead width,
filling depth, and weld reinforcement height). Some of these
variables can identify the weld defects (e.g., the bead mis-
alignment, displacement of weldment, and undercut). Fig. 4
illustrates the terms and variables used when referring to root-
pass and cap stages of the welding process.

III. FEATURE EXTRACTION AND VISION MEASUREMENT

The dimensions of the weld bead are measured using feature
points in weld images. In this section, the algorithms for
extracting the laser profile and the weld bead feature points are
explained. The detection criterions for several weld defects are
also presented.
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Fig. 5. Profile extraction of laser stripes. (a) Original image. (b) Typical intensity distribution of column pixels. (c) Extracted profile. (d) Second derivative of
the profile in (c).

A. Profile Extraction of Laser Stripes

Image processing is simplified by using structured light.
There are, however, still problems to address, including false im-
aging, confusion caused by strong reflections from smooth sur-
faces, and splashes during welding. Some algorithms have been
developed for image processing and stripe profile extraction
based on intensity distribution, such as maximum searching,
center of gravity, intensity distribution fitting, and multipeak
detection [19]. To improve the robustness of stripe profile
extraction, a method for feature extraction was developed for
the initial stage and during the welding and is presented here.

In the initial stage of welding, because there are no arc
light or splash disturbances in the weld images, the extraction
algorithm using intensity distribution and continuity constraints
can reliably extract the stripe profile. First, the stripe figure in
the images is detected by a quick intensity search of pixels.
Points on each stripe are extracted column by column based
on the intensity distribution of column pixels. Those points
caused by false imaging are rejected using temporal and spatial
continuity constraints. Finally, the stripe profile is obtained
using linear interpolation and Gaussian filtering.

During welding, weld images are corrupted with arc lights
and weld splashes. To minimize the effect of these disturbances,
the images are preprocessed before the profile is extracted. The
stripe features remain stable while the intensities of splashes
rapidly and acutely change in weld images. Thus, an image
operation is used to eliminate the splashes. This operation in-
volves taking the smallest intensity of the corresponding pixels
in a sequence of consecutive images. This way, weld images
are segmented using an adaptive threshold to filter out variable
illumination by arc lights.

B. Feature Extraction and Dimension Measurement

Visual features are used for measurement and defect detec-
tion of the weld bead. In this section, we present the algorithms
for feature extraction for both root-pass weld and cap weld. For
the former, the filling state in the weld groove is investigated,
and for the latter, we focus on the quality of the weld bead. Weld
defects are detected during the welding process.

The turning points p1, p2, p3, and p4 on the laser stripe profile
correspond to the brim points g1, g2, g3, and g4 in the weld
groove, as shown in Fig. 4(a) and (b). The turning points are
selected as the feature points for monitoring the filling profile
in the weld groove during root-pass weld. The turning points in
the stripe profile display extreme curvature. The feature points
can be located by calculating the second derivative of the stripe
profile and extracting p1, p2, p3, and p4 as the local maximum
and minimum values.

The feature extraction algorithm is performed in the follow-
ing manner: First, the baseline of the stripes on the surface
of weldment is detected using a Hough transform. Then, the
second derivative of the stripe profiles is calculated. The noise
in the signal introduces additional curvature extrema into the
stripe profile that appear as local minima and maxima in the
second derivative of the stripe profile. The four feature points
are extracted by the absolute value of the extremum. Then, the
dimensions of the weld bead are calculated from the coordi-
nates of the visual feature points p1u, p1v , p2u, p2v , p3u, p3v ,
p4u, and p4v , as shown in the list that follows.

1) The width of the weld groove Wg is obtained by

Wg = ku(p2u − p1u).
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Fig. 6. Photos and profiles of the weld beads in defect-free multilayer weld. (a) and (c) Photos of the weld bead. (b) Profiles of a defect-free weld bead in
root-pass weld. (d) Profiles of a defect-free weld bead in cap weld.

Fig. 7. Photos and profiles of the weld beads in multilayer weld with defects. (a) and (c) Photos of the weld beads. (b) Profiles of a weld bead with a misalignment
defect in root-pass weld. (d) Profiles of a weld bead with an undercut defect in cap weld.

2) The width of the weld bead Wb is obtained by

Wb = ku(p4u − p3u).

3) The filling depth of the weld groove Df is obtained by

Df = kv [(p3v + p4v) − (p1v + p2v)] /2.

For cap welding, the variables of interest are the weld width
and reinforcement height (excess metal of the weld bead). The

top point b3 and border points b1 and b2 of the weld bead are
selected as the feature points, as shown in Fig. 4(d). Unfortu-
nately, the weld groove has fully been filled, and the laser stripe
is almost flat, so that the curvature extremum method cannot
be used to extract feature points, particularly in the presence
of the disturbances in weld images. Here, a feature extraction
method is used based on statistical analysis of a sequence of
frames. First, the stripe profiles are extracted in each frame. The
stripe profiles in a sequence of frames are strongly correlated.
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Fig. 8. Dimensional measurement for root-pass weld.

Fig. 9. Dimensional measurement for cap weld.

Thus, multiple-frame averaging is used to minimize zero-mean
Gaussian noise. Then, a case deletion diagnostics is used to
reject the false points on the profile, by which the points are
divided into valid data and false points according to their influ-
ences on the fitting results. The cap weld bead dimensions can
be calculated in the following manner: The baseline is detected
using a Hough transform. The distance between corresponding
points on the stripe profile and the baseline is calculated. Then,
b1, b2, and b3 are located based on the profile-to-base distance.

Reinforcement is the maximum height of the weld excess,
and it can be calculated from the distance between the top point
b1 of the weld bead and the baseline. Bead width is the distance
between border points b1 and b2 on the bead profiles. In this
paper, weld defects, including weld bead misalignment, plate
displacement, and undercut, are concerned. During welding,
weld bead misalignment occurs when the weld gun deviates
from the weld seam, which can be detected by examining the
lateral symmetry of the weld groove. Ideally, the feature points
p1, p2, p3, and p4 form an isosceles trapezoidal shape after root-
pass weld. The shape would be deformed if bead misalignment
occurred, i.e., the torch deviated from the weld seam. Plate

TABLE I
AVERAGE DIMENSIONS OF THE WELD BEAD (IN MILLIMETERS)

displacement is equal to the vertical distance between two
baselines, which can be extracted from the Hough transform of
the profiles. Undercut defects occur when the weld bead cuts the
surface of the weldment. It can be detected by monitoring the
distance between the two border points b1 and b2 and comparing
it with the average groove width.

IV. EXPERIMENTAL RESULTS

Four experiments were conducted involving online inspec-
tion of the weld bead, including defect-free root-pass weld,
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Fig. 10. Defect detection for misalignment, plate displacement, and undercut. (a) Misalignment defect. (b) Aligned weld bead. (c) Plate displacement trend.
(d) Undercut defect.

defect-free cap weld, misalignment defect, and undercut de-
fect. Four workpieces with a V-preparation joint were selected
for gas-shielded multilayer welding. The welding parameters,
such as voltages, currents, and the position of weld gun, were
varied to obtain the ideal weld bead and weld defects for
the inspection. Image processing, feature extraction, dimension
measurement, and defect detection algorithms presented in this
paper were tested.

Fig. 5 shows the profile and feature extraction of the laser
stripe by the algorithms presented in Section III. The heavy
reflection on a polished surface of the workpiece in Fig. 5(a)
results an intensity profile in Fig. 5(b) as an example of typical
signal noise. Fig. 5(c) shows that the stripe profile was extracted
from the image despite the presence of glare and reflection.
Fig. 5(d) shows the second derivative of Fig. 5(c), by which
the feature points were extracted.

In the visual inspection system presented in this paper, the
distance between the optical center of the camera and the
weldment surface is approximately 100 mm, and the angle
between the optical axis of the camera and the structured light
plane is 30◦. The scalar factors ku and kv of the inspection
system are 0.08 and 0.14 mm/pix, respectively, and represent
the horizontal and vertical resolutions of the system. The weld
bead was scanned by the structured light sensor. A sequence of
images was processed, and visual features were extracted. The
photos and profiles of the weld beads in multilayer weld are
shown in Figs. 6 and 7.

Fig. 6(b) and (d) shows the profiles of defect-free weld
beads in root-pass and cap welding. For comparison, Fig. 7(b)
shows the profiles of the weld bead in root-pass weld with a
misalignment defect. The bead misalignment can be detected

by examining the lateral symmetry of the weld groove figure.
Fig. 7(d) shows the profiles of weld beads in cap weld with
an undercut defect. The dimensions of the weld bead were
measured, and the weld defects were detected using the profiles.

In Fig. 8, bead width, groove width, and filling depth mea-
surements were obtained from a sequence of frames in root-
pass weld. Fig. 9 shows the bead width and reinforcement
height of a cap weld bead.

The root-pass and cap weld variables can be transformed
from pixel units to standard measurement units. Thus, the aver-
age dimensions of the weld bead can be obtained from the
visual features within 250 frames. The results obtained from the
vision inspection system were confirmed using a vernier caliper
as a precise mechanical measurement tool by sampling the weld
bead ten times at equal intervals. The average dimensions by
vision and mechanism measurements are shown in Table I.

Fig. 10 shows the results of defect detection. For the mis-
alignment defect, the center point of the filling weld bead
deviated from the centerline of the weld seam by 0.3 mm on
average, as shown in Fig. 10(a). For comparison, the errors
in the aligned weld bead are mostly close to zero, as shown
in Fig. 10(b). The misalignment defects were detected by
comparing the average discrepancy in a sequence of frames to
a threshold value. The plate displacement defects were detected
by the distance between the two baselines. Fig. 10(c) shows that
the displacement remains within the displacement tolerance
limit of 1 mm. Undercut defects were detected by monitoring
the distance between the two border points b1 and b2 compared
with the average groove width. Fig. 10(d) shows the abrupt
change in the distance between the border points in the presence
of undercut defects.
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TABLE II
PERFORMANCE OF THE INSPECTION SYSTEM (N = 250)

Table II shows the standard deviation of the inspection
system, the false positive rate, and the false negative rate.
The standard deviation was obtained in the horizontal and
vertical directions, respectively, because horizontal and vertical
resolutions of the inspection system are different. Misalignment
and undercut defects are related to the horizontal coordinates
of visual features. Plate displacement defect, which is related
to the vertical coordinates, is detected with a tolerance of
1 mm in welding production. The main error sources in vision
measurement are the sensor misalignment and the error in
camera calibration.

V. CONCLUSIONS

In this paper, a vision inspection system using structured
light has been presented. Using the inspection system, the
dimensions of the weld bead have been measured in root-
pass and cap welding, and defect detection with the visual
feature has been implemented. A detailed analysis on the sensor
configuration has been presented. The vision inspection system
can easily be calibrated in scales without requiring complicated
3-D reconstruction of the weldment. Experimental results show
that the weld bead dimensions (groove width, weld bead width,
filling depth, and reinforcement height) can automatically be
measured with satisfactory results. Typical weld defects (plate
displacement, weld bead misalignment, and undercut) were
detected online.

Future work will focus on increasing the resolution of the
vision sensor and extend the adaptability of the system to
include other kinds of weld joints such as fillet weld, butt weld,
and lap weld.
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