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Abstract. The problem taken as a whole is stated in the paper as follows: Given
a system of linear stochastic di®erential equations with some unknown parameters and
unknown stochastic inputs, determine the estimates of these parameters from the incom-
plete noisy measurements of the solution to the equation. The purpose of the paper is
to present a possible numerical solution to this inverse mathematical problem. In the
discrete time, the system is de¯ned by the following equations:

xt+1 = ©xt + ªat + ¥bt + ¡ct
at+1 = at
bt+1 = bt
ct+1 = ¤ct + wt; wt » N (0; I )

with x 2 Rn, a 2 Rp, b 2 Rq, and c 2 Rr, where the last expression, wt » N (0; I),
stands for a random vector wt taken from the Gaussian distribution with the mean equal
to 0 (zero) and covariance equal to I (identity matrix). Parameters to be estimated are
a. Parameters b are also unknown but they are not to be estimated. The only values
available for producing estimates are

zt =Hxt + vt; vt » N (0; Rt); Rt = diag fr(k)t g; k = 1; : : : ;m
with the given measurement matrix H = [hij].
The identi¯cation of this stochastic model is investigated as an adaptive l̄tering

problem. The two approaches to adaptive ¯ltering, the extended model-based approach
and characteristic matching-based approach, are used together, the latter with a ¯ctitious
noise input. The fourteen heuristically formulated adaptation formulae are examined
within a wide range computational experiments for adjusting the root mean square of
the ¯ctitious noise, and then the best of them is applied to solve the problem. The
experiments are made on the material of one applied engineering problem, which can
be stated as Inertial Navigation System Error Model Identi¯cation. All the works and
experiments conducted in this paper allow us to draw the following key conclusions at this
stage: (1) The most e®ective way to tune the ¯ctitious noise RMS value to optimality
for the extended l̄ter-estimator is to make it proportional to a non-optimality index
computed in the ¯lter. (2) The vehicle trajectory plays an important part for success of
identi¯cation in this applied inverse problem. (3) Pinpointing the vehicle-manoeuvring
program of greatest practical utility can be made beforehand at the stage of simulated
tests.


