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An adaptive minimum action method is proposed for computing the most probable transition paths between stable equilibria in metastable systems that do not necessarily have an underlying energy function, by minimizing the action functional associated with such transition paths. This new algorithm uses the moving mesh strategy to adaptively adjust the grid points over the time interval of transition. Numerical examples are presented to demonstrate the efficiency of the adaptive minimum action method. © 2008 American Institute of Physics. [DOI: 10.1063/1.2830717]

I. INTRODUCTION

The behavior of stochastically perturbed dynamical systems is dominated by rare but important transition events between stable states. Such rare events play a major role in chemical reactions, conformational change of biomolecules, nucleation events, and the like.1–4 Recently their relevance has also been realized in many new applications, such as species competition models in ecology and evolution,5 genetic toggle switch in molecular biology,6 stochastic catastrophe in electric, and computer networks.7,8

Theoretical understanding of such transition events and transition paths has attracted a lot of attention for many years. The theory of large deviations was developed for this purpose.9 Most relevant to the discussion of this paper is the Freidlin–Wentzell theory,10 which gives an estimate of the probability of the paths in terms of an action functional over the paths. One of the key conclusions of this theory is that the most probable path is the minimizer of the action functional associated with the random dynamical system, i.e., the most probable path is the minimum action path (MAP). For gradient systems for which the system is characterized by an underlying energy landscape, in the high friction limit, the minimum action path is simply the minimum energy path (MEP) which minimizes the energy barrier along the path. The minimum energy path can be characterized as the heteroclinic orbit connecting the two given equilibria. It is easy to show that such MEPs have to go through saddle points, and these saddle points define the barrier of the transition.11 For nongradient systems, there is no such a clean characterization of the MAPs, and they may behave in a much more complex way.12,13

From a numerical viewpoint, one difficulty in finding such transition path is the disparity of the time scales associated with the frequency of the transition and the time that the transition event actually takes. This is partly reflected in the fact that the transition path spends most of its time at the equilibria with fast transition between the equilibria. Therefore a key issue for computing such transition path is the numerical parametrization. For gradient systems, the string method13 uses the arc length parametrization to compute the MEPs. This intrinsic parametrization is very effective, the problem associated with the time scale separation is eliminated.

For nongradient systems, the algorithm14 proposed by E et al. is to minimize the action functional with respect to all possible paths connecting initial and final states of the system over a specified time interval of transition, using the physical time as parametrization of the paths. This type of algorithm is called the minimum action method (MAM). However, this original minimum action method uses a rather inefficient numerical parametrization of the paths, the physical time. Olender and Elber15 were the first to realize that it is better to use the arc length parametrization. For gradient systems, they modified the energy functional by adding a penalty term that favors equal arc length parametrization. This strategy was adopted by the well-known nudged elastic band method.16 These penalty-based approaches do not enforce strictly the equal arc length parametrization. The string method, on the other hand, is based on the philosophy that the minimum action path is a geometric curve and therefore one should view it as such and parametrize it using any intrinsic parametrization such as the arc length.13 The string method is quite successful in that sense. However, it is limited to gradient systems with an underlying energy function.

For general nongradient systems, Heymann and Vand€en–Eijnden17 proposed to reformulate the action functional in the space of geometric curves parametrized by arc length. One can then find the minimum action path using standard optimization techniques. Following them, we will call their modified new action the geometric action and their new method as the geometric minimum action method, or “gMAM.” The efficiency of the minimum action method is improved significantly as a consequence of this intrinsic parametrization.
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In this paper, we take a different viewpoint. We will devise a very simple numerical strategy in which one still uses the Wentzell–Freidlin action and hence the physical time parameter as the variable but adaptively chooses the mesh using a moving mesh strategy. We call this method the adaptive minimum action method, or “aMAM.” The advantage of this approach is that one does not need to reformulate the original action functional and one can adjust the efficiency using the monitor function. In particular, in the limit as the parameter $C \rightarrow +\infty$ in the monitor function [Eq. (11)] (see Sec. III), one recovers the arc length parametrization.

This paper is organized as follows. In the next section, we give a brief review of the Freidlin–Wentzell theory and the original minimum action method.\cite{1} Then we present the application of the moving mesh method to the minimum action method and introduce the adaptive minimum action method in Sec. III. Numerical results from three examples are presented for discussions in Sec. IV. Some conclusions are drawn in the last section. We focus on the case when the transition time interval is finite, leaving the case of infinite transition time interval to the appendix.

II. THE LEAST ACTION PRINCIPLE AND THE MINIMUM ACTION METHOD

Consider the following stochastic differential equation in $\mathbb{R}^d$ with a small positive parameter $\varepsilon$:

$$dX_t = b(X_t)dt + \sqrt{\varepsilon}dW_t,$$  \hspace{1cm} (1)

where $W$ is a Wiener process on $\mathbb{R}^d$. The Wentzell–Freidlin theory\cite{2} gives an estimate of the probability distribution of the solutions $X$ of Eq. (1) over any fixed time interval $[T_1,T_2]$: For any small parameter $\delta$ and a smooth path $\varphi$ on $[T_1,T_2]$,

$$P(\rho(X,\varphi) < \delta) \sim \exp\left( -\frac{1}{\varepsilon} S_{T_1,T_2}[\varphi] \right),$$ \hspace{1cm} (2)

where $\rho$ is the distance in the space of continuous functions. The action functional $S$ at a given path $\varphi(t)$ ($t \in [T_1,T_2]$) is given by

$$S_{T_1,T_2}[\varphi] = \frac{1}{2} \int_{T_1}^{T_2} |\varphi(t) - b(\varphi(t))|^2 dt.$$ \hspace{1cm} (3)

Given two states $a_1$ and $a_2$, the most probable path that connects $a_1$ and $a_2$ over the time interval $[T_1,T_2]$ is the minimizer of $S_{T_1,T_2}[\varphi]$ with the constraint that $\varphi(T_1)=a_1$ and $\varphi(T_2)=a_2$. Such a path is called a minimum action path or MAP. In practice, it is of particular interest to study such MAPs for the situation when $a_1$ and $a_2$ are stable stationary points of the dynamical system without noise. To find the average transition time from $a_1$ to $a_2$, we should in addition minimize over $T_1$ and $T_2$. This leads to the study of MAP over the infinite time interval,

$$S[\varphi] = \frac{1}{2} \int_{-\infty}^{\infty} |\varphi(t) - b(\varphi(t))|^2 dt,$$ \hspace{1cm} (4)

subject to $\varphi(-\infty) = a_1$ and $\varphi(\infty) = a_2$.

It is well known\cite{3} that if the system [Eq. (1)] happens to be a gradient system and if $a_1$ and $a_2$ are two local minima of the underlying potential function $V(x)$, then the MAP $\varphi$ is also the MEP.

Efficient numerical methods such as the nudged elastic band method\cite{4} and the zero-temperature string method\cite{5,6,7} have been developed for finding the MEPs. The most recent development of the string method\cite{8} presents a new version of the string method that is not only simpler and easier to implement but also circumvents the need of the projection of the potential force.

For general non-gradient systems, E et al. proposed the minimum action method.\cite{1} To illustrate the MAM, we consider the following example for which the MAP can be found explicitly.\cite{8}

$$\begin{cases}
    dx = -\partial_x V(x,y) dt + \sqrt{\varepsilon}dW_t^x \\
    dy = -\partial_y V(x,y) dt + \sqrt{\varepsilon}dW_t^y,
\end{cases}$$ \hspace{1cm} (5)

with the potential

$$V(x,y) = (1-x^2-y^2)^2 + y^2(x^2+y^2).$$ \hspace{1cm} (6)

The contour lines of $V$ are shown in the Fig. 1. The potential $V$ has two minima at $a_1=(-1,0)$ and $a_2=(1,0)$, respectively. The saddle point in the upper half-plane is $c=(0,1)$. The exact value of the corresponding minimum action functional is $2 \times (V(c)-V(a_1))=2$. The MAPs connecting the two minima are the upper and lower branches of the unit circle: $x^2+y^2=1$. For convenience we will call Eq. (5) the “semicircle” example.

It is useful to recall the original MAM.\cite{1} It starts from the action functional [Eq. (3)]. Given a finite interval $[T_1,T_2]$, we divide it into $m$ subintervals to form a mesh,

$$T_1 = t_0 < t_1 < \cdots < t_m = T_1.$$ \hspace{1cm}

A path $\varphi(t)$ is approximated by its values, $\Phi_{n}$, at $t = t_n$ for $n = 0, \ldots, m$. The action $S$ of this path is approximated according to the midpoint rule,
III. THE ADAPTIVE MINIMUM ACTION METHOD

To resolve the fast yet very important time scale in the transition, we use the moving mesh technique to adaptively allocate the grid points. By now, the moving mesh technique is fairly well known and quite widely used. Compared with adaptive mesh refinement, the moving mesh technique has the advantage that the mesh is regular in the computational domain and smooth in the physical domain. For this reason, it should have better accuracy. The adaptive minimum action method is based on this idea. The goal is still to minimize the action functional [Eq. (3)],

$$S_{T_1,T_2}[\varphi] = \frac{1}{2} \int_{T_1}^{T_2} \left| \frac{d\varphi}{dt} - b(\varphi(t)) \right|^2 dt,$$

but with a mesh that is changing. We seek a mapping from the physical domain \(t \in [T_1, T_2]\) to the computational domain \(S_{T_1,T_2}[\varphi] = \frac{1}{2} \sum_{n=0}^{m} \left| \frac{\varphi_n - \varphi_{n-1}}{\Delta t_n} - b(\varphi_{n-1/2}) \right|^2 \Delta t_n, \quad (7)$$

where \(\Delta t_n = t_n - t_{n-1}\) and \(\varphi_{n-1/2} = (\varphi_n + \varphi_{n-1})/2\). The two endpoints \(\varphi_0\) and \(\varphi_1\) are known to be \(a_1\) and \(a_2\), respectively. In the original MAM, the mesh \(t_n\) does not change and thus the expression of the objective function [Eq. (7)] does not change either.

Steepest descent or other optimization methods can be applied to minimize the objective function [Eq. (7)]. The optimization algorithm used in Ref. 14 is the limited memory BFGS method (L-BFGS), one of the most successful quasi-Newton methods. It requires the evaluation of the gradient of the objective function and achieves superlinear convergence.

L-BFGS stores the \(M\) most recent updates (\(M\) levels of memory) of displacements and values of the objective function to construct an approximation of the Hessian. L-BFGS is used in this paper with \(M=5\).

To get a feeling about the performance of MAM, we calculated the MAPs of Eq. (5) using a uniform mesh with 100 points over two time intervals \([-15, 15]\) and \([-0.5, 0.5]\). The results are presented in Fig. 2. The first observation is that the MAP calculated over the time interval \([-0.5, 0.5]\) is far away from the exact MAP. The MAP calculated over the time interval \([-15, 15]\) is much closer to the exact MAP. This shows the importance of choosing a large enough time interval in order to capture the correct optimal transition path. Another notable observation in Fig. 2 is that the path spends most of its time waiting in the vicinity of the three fixed points; while during two small time subintervals around \(t = \pm 8\), it hops rapidly from \((-1, 0)\) to \((0,1)\) and then from \((0,1)\) to \((1,0)\). The geometric shape of the MAP is determined mainly by the behavior over these two small time intervals, where, unfortunately, very few mesh points are allocated. The situation is even worse when the time interval \([T_1, T_2]\) becomes larger. To see this, we take \([T_1, T_2]=[-T/2, T/2]\) for different values of \(T\) and plot the corresponding MAPs in terms of the scaled time \(t/T\) in Fig. 3. We find that the larger \(T\), the less portion of the time is spent for the transition.

FIG. 2. The calculated MAPs with the uniform mesh (\(n=100\)) over the time interval \([T_1, T_2]=[-15, 15]\) (marked with ‘+’) and \([T_1, T_2]=[-0.5, 0.5]\) (solid line). The top panel is the geometric curve of the calculated MAP (the exact MAP is also shown as the dotted curve). The bottom two panels show \(x\) and \(y\) components of \(\varphi(t)\) as a function of \(t\). Almost 85% of points are wasted near three fixed points: \((\pm 1,0)\) and \((0,1)\). Only about 15% of them contribute to the geometric shape of MAP.

\(\alpha \in [0,1]\) such that in the new variable \(\alpha\), the large variation of the path \(\varphi\) at fast transitions between long-lived states is reduced and the uniform mesh can be used in the variable \(\alpha\). The commonly used mesh generation techniques are based on a variational approach. Winslow suggested a functional of the form

$$E(\alpha) = \int_{T_1}^{T_2} \frac{1}{w} \left( \frac{da}{dt} \right)^2 dt, \quad (8)$$

whose Euler–Lagrange equation is

$$\frac{d}{dt} \left( \frac{1}{w(t)} \frac{da}{dt} \right) = 0, \quad t \in (T_1, T_2)$$

$$a(T_1) = 0, \quad a(T_2) = 1. \quad (9)$$

The coefficient \(w(t)\) is the monitor function which controls the distribution of image points along the path. To see how Winslow’s equation works, we integrate Eq. (9) and get
\[ \frac{1}{w(t)} \frac{d\alpha}{dt} = C_0 \]

or

\[ w(t) \frac{dt}{d\alpha} = \frac{1}{C_0}, \]

where the constant \( C_0 = (\int_{t_1}^{T_2} w(t) dt)^{-1} \). We integrate the above again from \( \alpha_{n-1} \) to \( \alpha_n \) and get

\[ \Delta\alpha_n \int_{T_1}^{T_2} w(t) dt = \int_{t_{n-1}}^{t_n} w(t) dt = w(t_{n-1/2}) \Delta t_n. \tag{10} \]

In computations, a uniform mesh in \( \alpha \) is used, thus \( \Delta\alpha_n = 1/m \). Equation (10) indicates that the node distance \( \Delta t_n \) is smaller in the region where \( w(t) \) is larger. As a result, \( w \) can control the allocation of the mesh points for the time variable \( t \).

The key ingredient in the moving mesh method is a good monitor function \( w(t) \) in Eq. (9). Since the disparity of time scales leads to large variation of \( \varphi(t) \) in small effective transition time regions (see Fig. 2), the time derivative of the path \( |\varphi| \) is a good candidate of the monitor function. However, this function is a bit singular. Therefore, we use the following monitor function:

\[ w(t) = \sqrt{1 + C |\varphi|^2}, \tag{11} \]

where \( C \) is a positive constant which controls the maximum time steps [Eq. (10) implies that the maximum time step is \( \Delta t = 1/(T_1) w(t) dt \)]. When \( C \) goes to infinity, \( w(t) \sim |\varphi| \), thus the new mesh essentially generates the equal arc length param-

FIG. 3. The MAPs in terms of the scaled time \( t/T \) for different values of the truncated transition time \( T \): 2 (dotted), 10 (dash-dotted), 30 (dashed), and 100 (solid).

FIG. 4. The MAPs computed with different constants \( C \) in the monitor function [Eq. (11)]. \( C=8 \) in the left panel, and \( C=8000 \) in the right panel. For larger \( C \), the points along the path tend to be evenly distributed.
etrization of the path. Figure 4 presents numerical results for $C=8$ and $C=8000$ when the adaptive minimum action method is applied to the semicircle example [Eq. (5)].

The mesh equation [Eq. (9)] is solved together with an optimization algorithm. We summarize the complete procedure of the aMAM over the finite time interval \([T_1, T_2]\) in Algorithm 1. In this algorithm, the path is characterized by the mesh \(\{t_n\}\) and the corresponding image points \(\{\Phi_n\}\) in the configuration space, \(n=0, \ldots, m\) where \(m\) is the total number of grid points.

Algorithm 1 ("aMAM")

\begin{verbatim}
step 0. Set \(k=0\). Set the uniform mesh \(\{\alpha_n\}\) over the interval \([0, 1]\).

Choose an initial (uniform) mesh \(\{\alpha_n^{(k)}\}\) over \([T_1, T_2]\) and the initial path \(\{\Phi_n^{(k,0)}\}\).

Step 1. do \(i=1, \ldots, R\)

\[ \{\Phi_n^{(k,i)}\} = (\Phi_n^{(k,i-1)} + \beta_n^{(k)} p_i^{(k)}) \]

\textit{enddo}

where \(\beta\) and \(p\) are, respectively, the search steps and directions in the optimization algorithm for minimizing Eq. (7).

Step 2. Calculate the discrete monitor function \(\{w_n^{(k)}\}\) by Eq. (11) using \(\{\Phi_n^{(k)}\}^{(k,R)}\). Compute the quantity

\[ Q = \max_n w_n^{(k)} \Delta t_n \]

\text{if} \(Q < Q'\)

\[ \{\Phi_n^{(k,0)}\} = (\Phi_n^{(k,R)}) \text{; go to step 1.} \]

\text{else}

\text{go to step 3.}

\textit{endif}

Step 3. Solve the mesh equation [Eq. (9)] using \(\{w_n^{(k)}\}\) on the mesh \(\{\alpha_n^{(k)}\}\) to obtain \(\{\alpha_n^{(k+1)}\}\).

Interpolate the mapping between \(\{\alpha_n^{(k)}\}\) and \(\{t_n^{(k)}\}\) to obtain the new mesh \(\{t_n^{(k+1)}\}\) corresponding to \(\{\alpha_n^{(k+1)}\}\).

Interpolate the paths \(\{\Phi_n^{(k)}\}^{(k,R)}, \{\Phi_n^{(k)}\}^{(k)}\) on the new mesh \(\{t_n^{(k+1)}\}\) to get \(\{\Phi_n^{(k+1)}\}\). \(k=k+1\); go to step 1.

In this algorithm, Step 1 is the traditional optimization program. The parameter \(R\) is the iteration number. \(R\) should be larger than \(M\) for \(M\)-level L-BFGS solver since all levels of memory have to be discarded after each mesh adjustment. Step 2 is to check the mesh quality by looking at \(Q\). Since \(\{\alpha_n\}\) is uniform, \(Q\) should be close to 1 by Eq. (10) if the grid points in the time variable are allocated in the desired way. The threshold \(Q'\) is typically chosen to be 2–5 in practice. Step 3 is the mesh moving procedure. After the mesh equation is solved, two interpolations are needed. The first one must conserve the monotonicity of the mapping between \(\alpha\) and \(t\). We use the piecewise linear interpolation for this purpose. The second interpolation of the path on the new mesh requires sufficient high order of accuracy to match the accuracy of the optimization algorithm. We use the cubic spline interpolation in this work.

The moving mesh strategy can be extended to deal with the infinite time interval where \(T_1 \to -\infty\) and \(T_2 \to +\infty\). One strategy is to introduce a mapping between the infinite time interval and the region \([0, 1]\) of a new variable \(s\) such that the action functional is well defined in terms of new variable \(s\). See Appendix for details.

IV. NUMERICAL EXAMPLES

We demonstrate the adaptive minimum action method using three examples. The first one is the semicircle example [Eq. (5)], and the second is a gradient system with Mueller potential\(^{27}\) whose MAP has more than two stable equilibria. The last is a simple nongradient system. We use five level limited memory BFGS as the optimization algorithm with the preconditioner \((-\partial_x)^{-1}\).

A. Semicircle example

The initial path is located in the upper half-plane as shown in Fig. 1. The termination criteria in L-BFGS is that the relative error between two successively calculated actions is less than \(10^{-4} \times n^{-2}\). The error of calculated MAP is defined to be

\[ e(m) = \max_n |(x_n^2 + y_n^2)^{1/2} - 1|. \]

The monitor function is \(w(t) = (1 + 8000 \times |\varphi|^2)^{1/2}\). Three finite time intervals \([-T/2, T/2]\) with \(T=1, 2, 10\) are chosen and the number of points \(m=50\). The numerical results of the MAPs are shown in Fig. 5. The comparison between the original minimum action method and the adaptive minimum action is illustrated in Fig. 6 for different time intervals.

Figure 5 confirms that the adaptive minimum action method can distribute grid points much more evenly along the MAP than the original minimum action method. The effect of the monitor function has been discussed in Fig. 4, Sec. III. As far as the accuracy is concerned, Fig. 6 shows that the adaptive minimum method lowers the errors both in the action and in the MAP, especially for large time intervals. When the time interval \(T\) is reasonably small (e.g., \(T \leq 10\) in this case), the uniform time step \(T/m\) is small and the moving mesh strategy does not take much effect; the main part of the error is due to the finite time interval truncation. For example, in Fig. 5, the numerical MAP with \(T=1\) deviates a lot from the correct MAP, and the calculated minimal action with \(T=1\) is 3.92, while the exact value is 2.00. When \(T\) increase to 10, the error in the action and in the path in the adaptive minimum action method decrease to the orders of \(10^{-3}\) and \(10^{-4}\), respectively, even though the number of grid points \(m=50\) does not change. To illustrate how the finite time interval truncation affects the numerical results, we use different \(T\) from 2 to 120 for a very large \(m=5000\) in the adaptive minimum action method. The error is shown in Fig. 7. In the fast decay part of the plotted figure (\(T<20\) roughly saying), the error is dominated by the finite size effect of the time interval. When \(T\) is larger than 10, the error due to finite time interval truncation is smaller compared with the errors in Fig. 6 and the error due to time step discretization begins to be the main source of the total error. Indeed, the adaptive minimum action method decreases this type of error due to discrete time step by properly adjusting time mesh. Thus,
when $T$ continues to increase, the adaptive minimum action can keep the error nearly unchanged, compared with the original minimum action method (see the very slight increasing part of the solid and broken lines marked with “*” in Fig. 6).

The numerical scheme [Eq. (7)] and the L-BFGS give a convergence rate $O(\Delta t^2)$, i.e., $O(m^{-2})$, for a fixed time interval. It can be demonstrated numerically that the moving mesh strategy in the adaptive minimum action method does not lower the order of accuracy. We choose two time intervals $[T_1, T_2]=[-5, 5]$ and $[T_1, T_2]=[-50, 50]$ to study the rate

FIG. 5. Numerical results of Eq. (5) calculated by the adaptive minimum action method in three finite time intervals with different values of $T$ (the number of discrete points is $m=50$). Top panel: the initial path (dash-dotted line), the exact path (thick solid line) and the calculated MAPs with $T=10$ (○), 2 (+), and 1 (*). Bottom two panels: the $x$ and $y$ components of the calculated MAP with $T=10$ in terms of the time $t$.

FIG. 6. The errors of the calculated actions and MAPs of Eq. (5) with different transition time intervals $[-T/2, T/2]$ (dotted line; the error of action, solid line: the error of MAP) for fixed number of points $m=200$. The errors of the original minimum action method (uniform mesh) are marked with ○, and the errors of moving mesh method are marked with *.

FIG. 7. The error for finite transition time $[-T/2, T/2]$ for different values of $T$ from 2 to 120. $m=5000$. 

FIG. 5.
of convergence as $m$ increases. See Fig. 8. The orders of the original minimum action method are 1.92 and 2.05 for the action and the MAP, respectively; the orders of the moving mesh method are 2.08 and 2.03 for the action and the MAP, respectively (based on the data from $[T_1, T_2]=[-50, 50]$).

If we allow the finite time interval $[T_1, T_2]=[-\sqrt{m}/2, \sqrt{m}/2]$ to depend on the number of points, $m$, in order to diminish the error of finite time truncation, the convergence rate of the original minimum action method becomes $O(\Delta t^2) = O(1/m)$ since the uniform time step size $\Delta t = \sqrt{m}/m = 1/\sqrt{m}$. While in the adaptive minimum action method, this convergence rate can be improved to nearly $O(1/m^2)$ because in the dense region of the time mesh which mainly decides the accuracy, the time step size is approximately the order of $1/m$, thanks to the moving mesh strategy. The numerical result in Fig. 9 confirms this.

To quantitatively compare the computational efficiency of the uniform mesh method and the moving mesh method, we let $[T_1, T_2]=[-15, 15]$ and compute the errors of the MAP and the action for different $m$ and the necessary number of evaluations of the objective function and its gradient, $n_{ev}(m)$, in the iterations of the optimization algorithm. Since each evaluation of the objective function [Eq. (7)] and its gradient requires summation of $m$ terms, we use $m \times n_{ev}(m)$ as the measurement of the computational cost for the original minimum action method, and $m \times (n_{ev}(m) + K)$ for the adaptive minimum action method, where $K$ is the number of mesh adjustments. Then we plot the costs versus the error in Fig. 10. It is clear that the adaptive minimum action method outperforms the original minimum action method.
B. Case 2: Mueller potential system

The Mueller potential is of the form

\[ V(x, y) = \sum_{i=1}^{4} D_i \exp(A_i(x-x_i')^2 + B_i(x-x_i')(y-y_i')) + C_i(y-y_i')^2, \] (12)

where the parameters are \( D=(D_1, D_2, D_3, D_4) \), etc.: \( D=(-2,-1,1.7,0.15) \), \( A=(-1,-1,-6.5,0.7) \), \( B=(0,0.11,0.6) \), \( C=(-10,-10,-6.5,0.7) \), \( x'=(1,0,-0.5,-1) \), and \( y'=(0,0.5,1,5,1) \).

Figure 11 shows the MAPs obtained using the adaptive minimum action method and the original minimum action method with \( m=50 \). The original minimum action method cannot resolve the exit path from the first equilibrium with 50 points. The moving mesh method not only produces the good approximation of the exact MAP with 50 points, but also parametrizes the path in nearly equal arc length distribution: see Fig. 12 for the arc length parametrization of the points along the numerical MAP.

C. A simple nongradient system

We consider the following simple model:

\[
\begin{aligned}
\dot{x} &= x(3-x-2y) + \sqrt{\varepsilon}W_1 \\
\dot{y} &= y(3-y-2x) + \sqrt{\varepsilon}W_2.
\end{aligned}
\] (13)

The stable steady states are (0,3) and (3,0) and the saddle point is (1,1). The separatrix is the line \( y=x \) which is shown in Fig. 13 in solid lines with the heteroclinic orbits connecting the two equilibria. The calculated MAP from (0,3) to (3,0) is presented as circles in Fig. 13 using the adaptive minimum action method over the infinite time interval. When \( m=100 \) is used, the actions from the original and adaptive minimum action methods for different \( T \) are shown in Fig. 14.

V. CONCLUDING REMARKS

In this paper, we presented an adaptive minimum action method by adopting the moving mesh strategy to the original minimum action method. Compared with the original minimum action method, the adaptive minimum action method distributes the grid points more evenly along the geometric path. Thus it requires much fewer grid points to represent the minimum action path. Compared with the geometric minimum action method of Heymann and Vanden–Eijnden, the adaptive minimum action method has the feature that it works with the original action functional, but its numerical representation is very close to one that uses the arclength parametrization.
by constructing a one-to-one mapping between and 

subject to the constraints 

The parameter \( \lambda \) should be carefully chosen to guarantee that each term in the integrand of Eq. (A4) goes to zero when \( s \to 0 \) or \( s \to 1 \). The analysis of the asymptotic behavior of the MAP \( \varphi \) is necessary near fixed points. An ordinary differential equation can be derived to characterize the MAP. For Eq. (A1), the corresponding Euler–Lagrange equation is

\[
\varphi_t - J(\varphi)\varphi_s = - J^T(\varphi)(\varphi_s - b(\varphi)).
\]

Define \( p(t) = \varphi(t) - b(\varphi(t)) \), then the above is transformed to a Hamiltonian system with Wentzell–Freidlin Hamiltonian 

\[
H(\varphi,p) = \frac{1}{2}p^2 + b(\varphi) \cdot p
\]

(see Ref. 10),

\[
\begin{align*}
\dot{\varphi} &= b(\varphi) + p \\
\dot{p} &= - J(\varphi)^T p,
\end{align*}
\]  

(A5)

where the Jacobian \( J \) is \( J_{ij} = \partial b_i / \partial x_j \). The asymptotic behavior of the MAP near the initial and final stable equilibria is governed by the linearization of Eq. (A5) at these two states. Let \( \lambda_i^{(1)} \) be the eigenvalues of the initial stable equilibrium \( a_1 \) in the original deterministic system \( \varphi = b(\varphi) \) and \( \lambda_i^{(2)} \) be the eigenvalues of the final stable equilibrium \( a_2 \), for \( i = 1, \ldots, d \). It is easy to check that the linearization of (A5) at fixed points \((a_1,0)\) and \((a_2,0)\) has the eigenvalues \( \pm \lambda_i^{(1)} \) and \( \pm \lambda_i^{(2)} \), respectively. The path escaping from \( a_1 \) lies on the unstable manifold of Eq. (A5) with nonzero \( p \); the path attracted to \( a_2 \) lies in the stable manifold of \((a_2,0)\) of Eq. (A5) with zero \( p \). Therefore, the linearized dynamics of the MAP \( \varphi \) near \( a_1 \) and \( a_2 \) is

\[
\begin{align*}
\varphi &\sim e^{-\lambda_i^{(1)}}, & t &\to -\infty \\
\varphi &\sim e^{\lambda_i^{(2)}}, & t &\to +\infty.
\end{align*}
\]  

(A6)

So, by the change of the variable [Eq. (A3)], we can have

\[
\varphi_s = \frac{\varphi_s}{g(s)} \sim \frac{\lambda_i^{(1)} e^{-\lambda_i^{(1)} s}}{\lambda s(1-s)} = - \frac{\lambda_i^{(1)} (s/(1-s))^{\lambda_i^{(1)}/\lambda}}{\lambda s(1-s)}, \quad s \to 0,
\]
and

\[ \varphi_s = \frac{\varphi_1}{g(s)} \sim \frac{\lambda_i^{(2)} e^{\lambda_i^{(2)} t}}{\lambda_i (1 - s)} \times \frac{(1 - s)/s}{\lambda_i (1 - s)} , \quad s \to 1. \]

These analyses show that \( \lambda \) should be less than \( \lambda_{\text{min}} = \min(\lambda_i^{(1)}, \lambda_i^{(2)}) \) so that \( \varphi_s \to 0 \) as \( s \to 0 \) and 1 each term of the integrand of Eq. (A4) goes to zero at \( s=0,1 \) and thus Eq. (A4) is well defined in terms of new variable \( s \in [0,1] \).

After choosing the parameter \( \lambda \), we can extend the numerical scheme and moving mesh method in Sec. II B to Eq. (A4) by reformulating the action functional in

\[ S_{n_0,...,n_m}[\Phi_1, \ldots, \Phi_{m-1}] = \frac{1}{2} \sum_{n=1}^{m} \frac{|\Phi_n - \Phi_{n-1}|^2}{\Delta s_n} g(s_{n-1/2}) + \frac{1}{2} \sum_{n=1}^{m} (b(\Phi_{n-1/2})^2 - \Delta t_n) g(s_{n-1/2}) , \quad \text{A7} \]

where \( \Delta s_n = s_n - s_{n-1} \) and \( \Phi_{n-1/2} = (\Phi_n + \Phi_{n-1})/2 \). The two endpoints \( \Phi_0 \) and \( \Phi_m \) are known.

The moving mesh strategy is used for the variable \( s \) because the change of the variable [Eq. (A3)] does not help reducing the singularity in \( s \) due to the time scale separations. As before, the mesh equation for moving the mesh is

\[ \frac{d}{ds} \left( \frac{1}{w(s)} \frac{d\alpha}{ds} \right) = 0, \quad s \in (0,1), \quad \text{A8} \]

where

\[ w(s) = \sqrt{1 + C|\varphi_s|^2}. \]

In Fig. 15, we present the numerical results for the “semi-circle” example for three choices of \( \lambda \) and give errors for different \( m \), compared with the results for the adaptive minimum action method over the finite (but sufficient large) time interval \([-15,15]\).

\[ \text{FIG. 15. The convergence rate for different values of } \lambda, \text{ compared with that of the adaptive minimum action method over the interval } [-15,15] \text{ (thick solid line). } \lambda = 1 \text{ (○), } \lambda = 0.3 \text{ (□), } \lambda = 0.05 \text{ (△). } \lambda_{\text{min}} = 2. \]