Improved discriminate analysis for high-dimensional data and its application to face recognition
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Abstract

Many pattern recognition applications involve the treatment of high-dimensional data and the small sample size problem. Principal component analysis (PCA) is a common used dimension reduction technique. Linear discriminate analysis (LDA) is often employed for classification. PCA plus LDA is a famous framework for discriminant analysis in high-dimensional space and singular cases. In this paper, we examine the theory of this framework and find out that even if there is no small sample size problem the PCA dimension reduction cannot guarantee the subsequent successful application of LDA. We thus develop an improved discriminate analysis method by introducing an inverse Fisher criterion and adding a constrain in PCA procedure so that the singularity phenomenon will not occur. Experiment results on face recognition suggest that this new approach works well and can be applied even when the number of training samples is one per class.
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1. Introduction

Linear discriminate analysis (LDA) is a useful tool for pattern classification. Although successful in many cases, many LDA-based algorithms suffer from the so-called “small sample size problem” (SSS) [1] which exists in high-dimensional pattern recognition tasks, where the number of available samples is smaller than the dimensionality of the samples. An active field where such problem appears is image retrieval/classification. In particular, face recognition (FR) [2,3] technique has found a wide range of applications. As a result, numerous FR algorithms have been proposed, and theories related to these fields have been studied. Among various solutions to this problem, the most successful are those appearance-based approaches, such as Eigenfaces and Fisherfaces [4–7], are built on these techniques or their variants. Since SSS problems are common, it is necessary to develop new and more effective algorithms to deal with them. A number of regularization techniques that might alleviate this problem have been suggested. Mika et al. [8,9] used the technique of making the inner product matrix nonsingular by adding a scalar matrix. Baudat and Anouar [10] employed an orthogonal decomposition technique to avoid the singularity by removing the zero eigenvalues. In Refs. [11–13] the technique of regularization was used. A well-known approach, called Fisher discriminant analysis (FDA), to avoid the SSS problem was proposed by Belhumeur et al. [4]. This method consists of two steps. The first step is the use of principal component analysis (PCA) for dimensionality reduction. The second step is the application of LDA for the transformed data. The basic idea is that after the PCA step the within-class scatter matrix for the transformed data is not singular. Although the effectiveness of this framework in face recognition is obvious, see Refs. [3,4,14,15], and the theoretical foundation for this framework has also been laid [16,17], yet in this paper we find out that the PCA step cannot guarantee the successful application of subsequent LDA, the transformed within-class scatter matrix might still be singular.

On the other hand, many researchers have been dedicated to searching for more effective discriminant subspaces [16–23]. A significant result is the finding that there exists crucial discriminative information in the null space of the within-class...
scatter matrix. This kind of discriminative information is called irregular discriminant information, in contrast with regular discriminant information outside of the null space [24].

Unfortunately, in order to proceed LDA after PCA, many of the above methods discard the discriminant information contained in the null space of the within-class scatter matrix, yet this discriminant information is very effective for the SSS problem. Chen et al. [19] emphasized the irregular information and proposed a more effective way to extract it, but overlooked the regular information. Yu and Yang [16] took two kinds of discriminatory information into account and suggested extracting them within the range space of the between-class scatter matrix. Since the dimension of the range space is up to \( K - 1 \), Yu et al.’s algorithm, direct LDA (DLDA), is computationally more efficient for SSS problems in that the computational complexity is reduced to be \( O(K^3) \).

This paper is the full version of Ref. [25]. Motivated by the success and power of the two-phase framework (PCA plus LDA) in pattern regression and classification tasks, considering the importance of the irregular information in the null space of the within-class scatter matrix, and in view of the limitation of the PCA step, we propose a new framework for the SSS problem. The algorithm of our new method modifies the procedure of PCA and derives the regular and irregular information from the within-class scatter matrix by a new criterion, which is called inverse Fisher discriminant criterion.

The rest of this paper is organized as follows. Since our method is built on PCA and LDA, in Section 2, we start the analysis by briefly reviewing the two latter methods. We point out the deficiency of the PCA plus LDA method through an example. Following that, the proposed framework is introduced and analyzed in Section 3. The relationship of the two different frameworks is also discussed. Algorithm of the new framework and the computational complexity of the algorithm will be considered, too. In Section 4, experiments with face image data are presented to demonstrate the effectiveness of the new method. Conclusions are summarized in Section 5.

2. The PCA plus LDA approach and its deficiency

In this section, we will outline the schemes of PCA procedure and LDA procedure briefly. These two procedures provide us a solid theoretical foundation for the new algorithm that will be presented in Section 3 and it is the fundamentals from which our new framework can be derived. After that, we will make some comments about the PCA plus LDA schemes and give an example to demonstrate that the LDA may fail after applying PCA to lower the dimension of the feature space.

For convenience, we consider the face recognition problem (\( K \)-class problem) as follows. Suppose there are \( K \) classes, labelled as \( G_1, G_2, \ldots, G_K \). For face recognition, we randomly select \( n_i \) samples from each class \( G_i, i = 1, 2, \ldots, K \), for training:

\[
\begin{align*}
G_1 & : X^{(1)}_1 X^{(1)}_2 \cdots X^{(1)}_{n_1}, \\
G_2 & : X^{(2)}_1 X^{(2)}_2 \cdots X^{(2)}_{n_2}, \\
& \vdots \quad \vdots \quad \vdots \quad \vdots \quad \vdots \\
G_K & : X^{(K)}_1 X^{(K)}_2 \cdots X^{(K)}_{n_K}.
\end{align*}
\]

In face recognition applications, \( X^{(j)}_i \)'s are \( d \times 1 \) vectors representing image of size \( (d = m \times n) \).

2.1. The PCA procedure

Since \( d \) is very large in most cases, it is difficult to deal with the sample matrix directly. Therefore, it is quite necessary to lower the dimension of the image space first. Many methods on this problem have been proposed, among which PCA is one of the most well-known method. PCA, also known as Karhunen–Loeve (K–L) method, is a technique now commonly used for dimensionality reduction. Simply, its object is to provide a sequence of best linear approximations in low feature space to the original data set in high-dimensional space and at the same time keep the elements in the sequence uncorrelated to each other.

More precisely, rearrange the \( N (N = \sum^K_{i=1} n_i) \) samples as a \( d \times N \) matrix \( X \), where

\[
X = (X^{(1)}_1, X^{(1)}_2, \ldots, X^{(1)}_{n_1}, X^{(2)}_1, X^{(2)}_2, \ldots, X^{(K)}_1, X^{(K)}_2, \ldots, X^{(K)}_{n_K})
\]

\[
= (X_1, X_2, \ldots, X_N)
\]

is a \( d \times N \) matrix. Set \( \mu = (1/N) \sum^N_{i=1} X_i \) and \( \bar{X} = (X_1 - \mu, X_2 - \mu, X_3 - \mu, \ldots, X_N - \mu) \), then \( \bar{X} \) is the centered matrix of \( X \) and we can define the total scatter matrix \( S_t \) as

\[
S_t = {1 \over N} \sum^N_{i=1} (X_i - \mu)(X_i - \mu)^T = {1 \over N} \bar{X} \bar{X}^T.
\] (1)

The goal of PCA is to find out a linear transformation or projection matrix \( W_{PCA} \in \mathbb{R}^{d \times d'} \) that maps the original \( d \)-dimensional image space into an \( d' \)-dimensional feature space \( (d' < d) \) and maximize the determinant of the total scatter of the projected samples, i.e.,

\[
W_{PCA} = \arg\max_{W \in \mathbb{R}^{d \times d'}} |W^T S_t W|, \quad w = [w_1, w_2, \ldots, w_{d'}]
\]

s.t. \( \|w_i\| = 1, \quad i = 1, 2, \ldots, d' \),

\] (2)

where \( \{w_i; i = 1, 2, \ldots, d'\} \) is the set of \( d' \)-dimensional eigenvectors of \( S_t \) corresponding to the \( d' \) largest eigenvalues, which can be obtained by single-value decomposition (SVD). The new feature vectors \( Y_i \in \mathbb{R}^{d'} \) are defined by \( Y_i = W^T_{PCA} X_i, i = 1, 2, \ldots, N \).
2.2. The LDA procedure

LDA is another technique that has been successfully used for many classification problems, such as voice recognition, face recognition, and multimedia information retrieval. In statistical theory, LDA arises in those classification problems assuming that the densities of all classes are multivariate Gaussian with a common covariance matrix. In such an assumption, it is very easy to deduce the decision boundaries of each class and use them for classification. For recognition, the aim of LDA is also to find a projection matrix as in PCA that maximizes the so-called Fisher criterion. Before we introduce it, we must define two matrices first.

Again, $X^{(j)}_i$'s ($i = 1, 2, \ldots, n_j$, $j = 1, 2, \ldots, K$) are samples from classes $G_j$, $j = 1, 2, \ldots, K$. Set $\mu_j=(1/n_j)\sum_{i=1}^{n_j}X^{(j)}_i$, $j = 1, 2, \ldots, K$, and $\mu$ is defined as previous. Then $\mu_j$ is the mean value of class $G_j$ and $\mu$ is the mean value of all samples. Let the between-class scatter matrix be defined as

$$S_b = \frac{1}{N} \sum_{j=1}^{K} n_j (\mu_j - \mu)(\mu_j - \mu)^T$$

(3)

and the within-class scatter matrix be defined as

$$S_w = \frac{1}{N} \sum_{j=1}^{K} n_j (X^{(j)}_i - \mu_j)(X^{(j)}_i - \mu_j)^T.$$  

(4)

It is easy to verify that $S_t = S_b + S_w$. Now, the projection matrix $W_{LDA} \in \mathbb{R}^{d \times d'}$ of LDA is chosen as a matrix with orthonormal columns maximizing the following quotient, called Fisher criterion:

$$W_{LDA} = \arg \max_{W \in \mathbb{R}^{d \times d'}} \frac{|W^T S_b W|}{|W^T S_w W|} = [w_1, w_2, \ldots, w_{d'}].$$  

(5)

where $\{w_i\mid i = 1, 2, \ldots, d'\}$ is the set of generalized eigenvectors of $S_b$ and $S_w$ corresponding to the $d'$ largest generalized eigenvalues $\lambda_i$'s $i = 1, 2, \ldots, d'$, i.e.,

$$S_bw_i = \lambda_i S_w w_i, \quad i = 1, 2, \ldots, d'.$$

When the inverse of $S_w$ exists, the generalized eigenvectors can be obtained by eigenvalue decomposition of $S_w^{-1} S_b$. The new feature vectors $Y_i \in \mathbb{R}^{d'}$ are defined by $Y_i = W_{LDA}^T X_i$, $i = 1, 2, \ldots, N$.

2.3. The deficiency of PCA plus LDA approach

For PCA, it will compute a vector that has the largest variance, while for LDA it will compute a vector which best discriminates between two classes. Consequently, in the case when the dimension is not very large and the sample size is not relatively small, LDA will usually outperform PCA for classification tasks [5]. However, in real-world applications, especially in face/image recognition, because of the high dimensionality, LDA suffers from two aspects of difficulties: the singularity of the within-class scatter matrix $S_w$ and the computational difficulty in the high-dimensional feature space.

The so-called PCA plus LDA approach [4] is a very popular technique which intends to overcome such circumstances. The theoretical foundation for the reason why this two-phase framework can perform quite well has been also proposed by Yang et al. [17]. This approach consists of two steps: in the first step, it applies PCA to lower the dimensionality from $d$ to $d'$ and get the projection matrix $W_{PCA}$. In the second step, it applies LDA to find out the feature representation in the lower dimension feature space $\mathbb{R}^{d'}$ and obtain the transformation matrix $W_{LDA}$. Thus, the transformation matrix of the PCA plus LDA approach is given by

$$W_{opt}^T = W_{LDA}^T W_{PCA}^T,$$

where $W_{PCA}$ is the result of optimization problem (2), and

$$W_{LDA} = \arg \max_w \frac{|W_{PCA}^T S_b W_{PCA} W|}{|W_{PCA}^T S_w W|},$$

(7)

As is well known, the rank of the within-class scatter matrix $S_w \in \mathbb{R}^{d \times d}$ satisfies $\text{rank}(S_w) \leq \min\{d, N-K\}$. When small sample size problem occurs, i.e., $N < d + K$, the within-class scatter matrix $S_w$ is singular, hence the optimization problem (5) is not solvable. In order to perform LDA (7) after PCA procedure (2), in PCA step, $d'$ must be an integer no larger than $N - K - c$, where $c$ is a positive integer generally equal to 1. In most cases, the within-class scatter matrix $S_w'$ would not be singular after PCA procedure. However, it is possible that the within-class scatter matrix $S_w'$ might be still singular even after the PCA step reducing the dimension $d$ to $d' = N - K - c$. The following simple example demonstrates the possibility of such case.

Suppose $d = 2$, $K = 2$, $N = 4k$, $n_1 = n_2 = 2k$, where $k$ is a positive integer. We consider a two-class problem in $\mathbb{R}^2$. Let the data be given by

$$X = \begin{pmatrix} 1 & 1 & \cdots & 1 & 1 & -1 & -1 & \cdots & -1 & -1 \\ 0 & \sigma_1 & \cdots & \sigma_1 & -\sigma_1 & \cdots & \sigma_1 & \cdots & -\sigma_1 & -\sigma_1 \end{pmatrix},$$

where $\sigma_1$ is a constant such that $|\sigma_1| < 1$, $i = 1, \ldots, k$.

By simple calculation, we have for the total scatter matrix $S_t$, the within-class scatter matrix $S_w$ and the between-class scatter matrix $S_b$

$$S_t = \begin{pmatrix} 1 & 0 & \cdots & 0 \sum_{i=1}^{k} \sigma_i^2 / k \\ 0 & 0 & \cdots & 0 & \sum_{i=1}^{k} \sigma_i^2 / k \end{pmatrix}, \quad S_w = \begin{pmatrix} 0 & \cdots & 0 \sum_{i=1}^{k} \sigma_i^2 / k \\ 0 & \cdots & 0 \sum_{i=1}^{k} \sigma_i^2 / k \end{pmatrix},$$

and $S_b = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$.

$S_t$ is already diagonal, the two eigenvectors $e_1 = (1, 0)^T$, $e_2 = (0, 1)^T$ correspond to its two eigenvalues $\lambda_1 = 1$ and $\lambda_2 = \sum_{i=1}^{k} \sigma_i^2 / k$. 
In the PCA plus LDA framework, the goal of PCA is to choose $W_{PCA}$ such that the matrix
\[(W_{PCA})^TS_wW_{PCA}\]
is not singular so that the subsequent LDA procedure can be applied. That is the eigen problem for the matrix
\[((W_{PCA})^T S_w W_{PCA})^{-1}((W_{PCA})^T S_b W_{PCA})\]
can be solved.
Since $|\sigma_i^2| < 1, i = 1, \ldots, \kappa$, we have $\lambda_1 > \lambda_2$, the first eigenvector $e_1$ will be used for projection:
\[W_{PCA} = e_1.\]
But the reduced within-class scatter matrix
\[(W_{PCA})^T S_w W_{PCA} = e_1^T S_w e_1 = 0\]
is still singular, which leads to the failure of LDA procedure. We notice that in this case there is no SSS problem.

On the other hand, by projecting $X$ on $e_1$ the first class becomes $\{1, \ldots, 1\}$ and the second class becomes $\{-1, \ldots, -1\}$. It is clear that the two classes can be well separated.

### 3. The improved linear discriminate analysis

In this section, we will develop a new discriminant analysis algorithm built on a new criterion. We would like to introduce our new criterion for FDA first and then we will present a new framework based on PCA and LDA and show that how our modification of PCA can be applied to our new criterion. We will prove that the use of the new criterion after our modified PCA procedure is appropriate. After that, the new algorithm will be introduced. Computational considerations related to our method will also be discussed. Applications to face recognition will be introduced at the end of this section. For convenience, in this section, we still consider the $K$-class problem depicted in Section 2.

#### 3.1. Fundamentals

Before presenting our method, some remarks on the PCA plus LDA approach should be made first.

- Some small principal components that might be essential for classification are thrown away after PCA step. Since in PCA step, it just chooses $d'$ eigenvectors corresponding to the first $d'$ largest eigenvalues of $S_t$. It is very likely that the remainder contains some potential and valuable discriminatory information for the next LDA step.
- LDA might fail even after PCA dimension reduction as mentioned in the previous section.
- The null space of the within-class scatter matrix $S_w$ contains discriminative information for classification. For a projection direct $\beta$, if $\beta^T S_w \beta = 0$ and $\beta^T S_b \beta \neq 0$, obviously, the optimization problem (5) is maximized. This kind of information is ignored in the PCA plus LDA approach.

In view of the above three remarks, we will try to take into account these factors and manage to find a new approach for classification.

On the one hand, let us focus on the Fisher criterion. Since the PCA plus LDA approach would run into a dilemma when the within-class scatter matrix $S_w$ is singular after PCA procedure, many variants of Fisher criterion (5) have been suggested \[4, 26\] in order to proceed the approach. For instance, by simply replacing the within-class scatter matrix $S_w$ in the denominator by the total scatter matrix $S_t$, one has
\[
W_{LDA}^1 = \arg \max_{w \in \mathbb{R}^{d \times d'}} \frac{|W^T S_b W|}{|W^T S_t W|}
\]
or one can just ignore the denominator to get
\[
W_{LDA}^2 = \arg \max_{w \in \mathbb{R}^{d \times d'}} |W^T S_b W| = [w_1, w_2, \ldots, w_{d'}]
\]
s.t. $w_i^T S_w w_j = 0, \quad \|w_i\| = 1, \quad i = 1, 2, \ldots, d'$
or
\[
W_{LDA}^3 = \arg \max_{w \in \mathbb{R}^{d \times d'}} |W^T S_b W|
\]
\[= [w_1, w_2, \ldots, w_{d'}]
\]
s.t. $\|w_i\| = 1, \quad i = 1, 2, \ldots, d'$.

Each of the above three criteria has its own virtues and shortcomings. We would not compare the differences and utilization of these criteria here. Instead, we propose our new criterion.

From the inverse relationship
\[
\arg \max_{w \in \mathbb{R}^{d \times d'}} \frac{|W^T S_b W|}{|W^T S_t W|} \iff \arg \min_{w \in \mathbb{R}^{d \times d'}} \frac{|W^T S_w W|}{|W^T S_b W|},
\]
we deduce, without considering the singularity, the inverse Fisher criterion, that is
\[
W_{FDA} = \arg \min_{w \in \mathbb{R}^{d \times d'}} \frac{|W^T S_w W|}{|W^T S_b W|} = [w_1, w_2, \ldots, w_{d'}]. \quad (8)
\]

In contrast with LDA or FDA, we name the procedure using the above inverse Fisher criterion as the \textit{inverse Fisher discriminant analysis (IFDA)}. Obviously, the Fisher criterion (5) and inverse Fisher criterion (8) are equivalent, provided that the within-class scatter matrix $S_w$ and the between-class scatter matrix $S_b$ are not singular. However, we notice that the rank of the between-class scatter matrix $S_b \in \mathbb{R}^{d \times d}$ satisfies $\text{rank}(S_b) \leq K - 1$. Thus, the difficulty of SSS problem still exists for this new criterion.

On the other hand, let us return to exploit the PCA. For the optimization problem (2), it gives optimal projection vectors that have the largest variance and PCA just selects $d'$ eigenvectors corresponding to the first $d'$ largest eigenvalues of $S_t$ but ignores the smaller ones. If we want to take those eigenvectors into account, we should abandon or modify such criterion for vector selection. Moreover, it is very likely that vectors $w_i$, $i = 1, 2, \ldots, d'$, satisfying the inequality
\[
w_i^T S_b w_i > w_j^T S_w w_j,
\]
would be more effective for classification. In Fig. 1 the distributions of \( w_i^T S_b w_i \) and \( w_i^T S_w w_i \), where \( w_i \) is the \( i \)th largest normalized eigenvector for the ORL database, are plotted. Here we would like to present a new criterion by modifying Eq. (2) as follows:

\[
W_{PCA_S} = \arg \max_{W \in \mathbb{R}^{d \times d'}} |W^T S_i W| = [w_1, w_2, \ldots, w_{d'}]
\]

subject to \( w_i^T S_b w_i > w_i^T S_w w_i \),

\( \|w_i\| = 1, \ i = 1, 2, \ldots, d' \). (9)

we call this step **PCA with selection (PCA_S)**. The reduced within-covariance matrix \( S'_b \) is \( W_{PCA_S}^T S_b W_{PCA_S} \). Moreover, we project onto the range space of the matrix \( S'_b \) and get a projection matrix \( W_{proj} \in \mathbb{R}^{d' \times d''} \). Second, we use IFDA to find out the feature representation in the lower dimensionality feature space \( \mathbb{R}^{d''} \) and obtain a transformation matrix \( W_{IFDA} \). Consequently, we have the transformation matrix \( W_{opt} \) of our new approach as follows:

\[
W_{opt} = W_{IFDA}^T \cdot W_{proj}^T \cdot W_{PCA_S}^T.
\]
where $W_{PCA,S}$ is the result of optimization problem (9) and

$$W_{IFA} = \arg \min_{W} \left| \frac{W^T W_{proj}^T W_{PCA,S}^T S_u W_{PCA,S} W_{proj} W}{W^T W_{proj}^T W_{PCA,S}^T S_b W_{PCA,S} W_{proj} W} \right|$$

$$= \arg \min_{W} \left| \frac{W^T W_{proj}^T S'_w W_{proj} W}{W^T W_{proj}^T S'_b W_{proj} W} \right|$$

$$= \arg \min_{W} \frac{W^T S'_w W}{W^T S'_b W}. \quad (11)$$

Before we go to the end of this part, we would like to make some comments on our new framework.

- Those eigenvectors with respect to the smaller eigenvalues of $S_l$ are taken into account in our modified PCA step.
- Our inverse Fisher criterion can extract discriminant vectors in the null space of $S_w$ rather than just throw them away.

3.2. The improved discriminate analysis (IDA)

In summary of the discussion so far, the algorithm for our new approach is given below:

- **Step 1 (PCA):** For the $K$-class problem, the total scatter matrix $S_l \in \mathbb{R}^{d \times d}$ is a positive semi-definite matrix, and we have single value decomposition $S_l = U^T A U$, where $A = diag(\lambda_1, \lambda_2, \ldots, \lambda_q, 0, \ldots, 0)$, $g = rank(S_l)$, and $U = (u_1, u_2, \ldots, u_g)$ is a unitary matrix $U^T U = I_d$ such that $u_i$ is eigenvectors corresponding to $\lambda_i$ for $i = 1, 2, \ldots, g$.

- **Step 2 (Eigenvector selection):** Applying selection rule (for $i=1, 2, \ldots, g$ if $u_i^T S_h u_i > u_i^T S_w u_i$ then $u_i$ is selected) to the set of $\{u_1, u_2, \ldots, u_g\}$, we get $W_{PCA,S} = [u_{i_1}, u_{i_2}, \ldots, u_{i_g}]$, where $d' < \min[g, K-1]$.

- **Step 3 (Dimension reduction):** We have the projection matrix $W_{PCA,S} : \mathbb{R}^d \rightarrow \mathbb{R}^{d'}$. Applying it to the sampling matrix $X$, we calculate the between-class scatter matrix $S'_b = W_{PCA,S}^T S_b W_{PCA,S}$ in the reduced feature space $\mathbb{R}^{d'}$. Project onto the range of the matrix $S'_b$, $W_{proj} : \mathbb{R}^{d'} \rightarrow \mathbb{R}^{d'}(d'' \leq d')$. Calculate the between-class scatter matrix $S''_b = W_{proj}^T S'_b W_{proj}$ and the within-class scatter matrix $S''_w = W_{proj}^T W_{PCA,S}^T S_w W_{PCA,S} W_{proj}$ in the reduced feature space $\mathbb{R}^{d''}$. We get $Y = W_{proj}^T W_{PCA,S}^T X = (Y_1, Y_2, \ldots, Y_N)$.

- **Step 4 (IFDA):** The optimization problem (11) using inverse Fisher criterion is solved by $(S''_w)^{-1} S''_b v \equiv y v$ with eigenvalues $0 \leq \gamma_1 \leq \gamma_2 \leq \cdots \leq \gamma_q$, $q \leq d''$ and corresponding normalized eigenvectors $v_1, v_2, \ldots, v_q$. We have $W_{IFA} = [v_1, v_2, \ldots, v_q]$.

- **Step 5 (Feature representation):** Applying the inverse Fisher transform $W_{IFA^T}$ to new sample $Y_i's$, $i = 1, 2, \ldots, N$, we get the feature representation $Z = W_{opt}^T \cdot X = W_{IFA^T}^T \cdot Y_i = W_{IFA^T}^T \cdot W_{PCA,S}^T \cdot X$.

- **Step 6 (Decision):** For a new test sample $X_{new} \in \mathbb{R}^d$ and class $G_j$, many distance types can be applied to decide the distance $d(X_{new}, G_j)$ between $X_{new}$ and class $G_j$, $j = 1, 2, \ldots, K$, such as Euclid distance $l^2$, $l^1$, cosine distance and Mahalanobis distance. The decision result is given by

$$X_{new} \in G_k = \arg \min_{G_k} d(X_{new}, G_j).$$

3.3. Computational complexity of IDA

For our algorithm, considering the complexity of eigenanalysis, there are three time-consuming steps: PCA, dimension reduction and IFDA. For PCA step, we have the method presented by Turk and Pentland [7] for eigenface problem, whose computational complexity is $O(N^3)$, where $N$ is the number of training samples. For the step of dimension reduction, Turk and Pentland's method can be applied to $S'_b$, as well, thus, the computational complexity of this step is $O(K^3)$. For IFDA step, since the rank of $S''_w$ is up to $K-1$ and the dimension of the feature space is reduced to $d'' \leq K-1$, thus, similar to DLDA, the computational complexity of IFDA is also $O(K^3)$. Therefore, the computational complexity of our algorithm is $O(N^3+2K^3)$.

3.4. Application to face recognition

The IDA method can be used in pattern recognition problems with high-dimensional data, such as face recognition, gene classification [27,28], etc. When it is applied to face recognition, we call the columns of the transform $W_{opt}$ defined in Eq. (10) the IDA face (IDAFace) and this new approach is named as IDAFace method.

4. Experiment results

In this section, experiments are designed to evaluate the performance of our new approach: IDAFace. Experiment for comparing the performance between FisherFace and IDAFace is also done.

Two standard databases from the Olivetti Research Laboratory (ORL) and the FERET are selected for evaluation. These databases could be utilized to test moderate variations in pose, illumination and facial expression. The Olivetti set contains 400 images of 40 persons. Each one has 10 images of size $92 \times 112$ with variations in pose, illumination and facial expression (see Fig. 2a). For the FERET set we use 432 images of 72 persons. Each person has six images whose resolution after cropping is also $92 \times 112$ (see Fig. 2b). Moreover, we combine the two to get a new larger set, the ORL/FEERET, which has 832 images of 112 persons. All the above database have been done with histogram equalization.

We implement our IDAFace algorithm and test its performance on the above three databases. In “Decision step”, we use the $l^2$ metric as the distance measure. For the classifier we use the nearest neighbor rule with class mean of each class. The recognition rate is calculated as the ratio of number of successful recognition and the total number of test samples. The experiments are repeated 50 times on each database and average recognition rates for each database are reported.
4.1. Recognition performance of the IDAface method

We run our algorithm for the ORL database and the FERET database separately. Table 1 is the result of average recognition rate for the ORL database, and Table 2 is for the FERET database.

From Tables 1 and 2, we can see that the average recognition rates of our IDAface method with the ORL database change from 63% to 96% when the number of training sample per class increases from 1 to 9. For the more challenging FERET database, IDAface method has even better performance, it changes from 75% to 94% for training images from 1 to 5.

Fig. 3 shows the recognition rates from Ranks 1 to 10 for different training sample size with ORL in left and FERET in right. From Fig. 3, we can see that, when the training sample size is 5, the recognition rates of Rank 5 for both databases are nearly 99%. These results indicate the effectiveness of our new IDAface method in real-world applications.

4.2. Comparison between IDAface method and FisherFace method

As we know, LDA is based on an assumption that all classes are multivariate Gaussian with a common covariance matrix. For ORL database or FERET database, the assumption is reasonable since a great deal of experiments on these two database using FisherFace algorithm have substantiated the efficiency of this two-phase algorithm. However, when each class has...
different covariance matrix, this algorithm might not work very well. Fig. 4 shows parts of 3-D mesh surface of the within-class scatter matrix $S_w$ for ORL database (left) and FERET database (right). From it we can see that the variations of the ORL database and the FERET database are different. Therefore, the combination of the two databases would result in a bigger database having different covariance matrix for different class.

In this experiment, we implement the PCA plus LDA algorithm, test the performance of our IDAFace method with the combined ORLFERET database and compare it with the result of FisherFace method. The experiment is repeated 50 times for each number of training sample per class running through 1–5. Each time, the training samples selected from the ORLFERET database are all the same for both IDAFace method and FisherFace method. The result is shown in Table 3.

From Table 3, for our new IDAFace method, when the number of training sample per class increases from 1 to 5, the recognition rate is from 66.7% to 92.5%, while for FisherFace method, it is up to 87.5%. We notice that the IDAFace method works even when the number of training images per class is one. Moreover, from Fig. 5 we can see that IDAFace outperforms FisherFace for every number of training sample for each class, taken 5 for example, the average recognition rates are 92.5% for IDAFace, while for FisherFace it is only 87.6%. This experiment suggests that our IDAFace method can work well even in the case that not all the covariance matrices are the same for every class.

5. Conclusion

In this paper, we proposed a new discriminant analysis framework for high-dimensional data: PCA with selection plus IFDA. Based on this framework, we present a new algorithm for recognition tasks. The algorithm applied to face recognition is implemented and experiments are also carried out to evaluate this method. Comparison is made with the PCA plus LDA approach. According to our theory and experiment results, a number of conclusions can be drawn as follows.

Firstly, the projected between-class scatter matrix $S'_b$ in IFDA procedure will never be singular after our PCA procedure with selection, thereby guaranteeing the successful application of IFDA after PCA_S, while this is not true for PCA plus LDA approach.

Secondly, IDAFace can outperform FisherFace when dealing with the situation that not all the covariance matrices are the same for every class.
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